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Übersicht

Die Objekterkennung ist seit vielen Jahren Gegenstand der Forschung im Bereich Rechner-

sehen und dabei wurden beeindruckende Ergebnisse erzielt.Jedoch stellt die Aufgabe der Objekt-

kategorisierung immer noch eine große Herausforderung dar. Um dieses anspruchsvolle Problem

anzugehen, wird in dieser Arbeit ein kürzlich vorgestellter Ansatz benützt, der lokale Merkmal-

srepräsentationen mit Support Vector Machines verbindet. Neben der Fähigkeit zur General-

isierung im Bezug auf die Anzahl der Kategorien und der Anzahl von Beispielen für die einzelnen

Kategorien, wird der Ansatz auch unter realen Bedingungen getestet. Typische Probleme die von

solchen realen Bedingungen herrühren sind heterogener Hintegrund, partielle Verdeckung und

Skalierung. Alle drei Probleme werden in dieser Arbeit angegangen, und verschiedene Metho-

den werden untersucht, um diese Herausforderungen auf einer Menge nicht trivialer Kategorien

zu bewältigen. Darüber hinaus werden Experimente mit Kategorien aus einem Büroumfeld

durchgeführt. Die meisten Ansätze, die Erkennungsaufgaben auf der Basis von lokalen Merk-

malen durchführen, beruhen auf einem Schritt zum Merkmalsabgleich. Verbesserungen kon-

nten durch die Verwendung von Nebenbedingungen für den Merkmalsabgleich erzielt werden.

Deshalb werden zwei neue Methoden zur Durchführung eines Abgleichs mit Nebenbedingung

vorgeschlagen und gezeigt, wie diese im Kontext von SupportVector Machines angewendet wer-

den können.

Abstract

Object recognition has been the subject of computer vision research for many years and im-

pressive results have been achieved. However the task of object categorization is still challenging.

In this thesis, a recently introduced approach which combines local feature representations with

Support Vector Machines is used to tackle this challenging problem. Besides the capabilities to

generalize with respect to the number of categories and the number of examples of each cate-

gory, the approach is tested under real-world conditions. Typical problems arising from these

real-world conditions are background clutter, partial occlusion and changes in scale. All three

problems are adressed in this thesis and different methods are investigated to cope with these

challenges on a set of non-trivial categories. In addition to this, experiments on categories in

an office environment are performed. Most approaches that perform recognition tasks based on

local features rely on a feature matching step. Improvements have been achieved by using con-

straints for the matching. Therefore two new methods for performing a constraint matching are

proposed and it is shown how they can be applied in the contextof SVMs.
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Chapter 1

Introduction

One of the main topics in computer vision is the development of systems that are capable of

recognizing objects from image data. This means, given a setof known objects, the system

should be able to make a decision if one out of the set of all objects is visible (object detection)

or which one of these objects is presented (object identification).

Considering a robot in an office environment, such an object recognition system is useful, as

it enables the robot to perform tasks like finding a certain object. For example, the robot could

react appropriately to a request like “Fetch my cup”, if it has learned the appearance of “my cup”.

However, for many tasks, this is not sufficient. If I ask for just “a cup”, it might not be able to

solve this task, as it cannot generalize from the class “my cup” to the much larger class “cups”,

which we will refer to as thecategory“cups”.

From this simple example, we can already see how natural it isfor humans to express com-

mands or statements in terms of categories. As a conclusion,machines that can interpret data in

terms of categories can interact more easily with humans.

Although humans can handle categories with ease, current approaches to this topic in com-

puter vision have shown limited progress until now. The reason for this is illustrated in Figure

1.1. Considering the categories shown in Figure 1.1, traditional cues like color, texture and

shape are often not able to reliably distinguish between certain category members. This thesis

deals with those difficult categories including challenging examples of categories in real-world

settings like shown in figure 1.1.

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Examples of images used in experiments in this thesis. Note that the cluttered back-
ground can be distracting for recognition algorithms.

1.1 Contributions of the Thesis

The overall goal of this thesis is to use visual information to recognize object categories such

as those shown in Figure 1.1. As the recognition of object categories is an extension to the

well researched topic of object recognition, it is known that for achieving good performance in

real-world settings one has to tackle the challenges of cluttered background, occlusion, varying

lighting conditions and noise. In addition to this we have tohandle the severe changes in appear-

ance introduced by the large diversity of the category members.

Therefore we require for a system which recognizes object categories:

• Robust representation: The representation has to extract the information which iscom-

mon to all of the members of a category and discriminate them from members of other

categories. Furthermore it has to be robust with respect to signal changes introduced by

clutter, occlusion, varying lighting conditions and noise.

• Robust classification: The classification algorithm must be able to generalize over the large

variety of the category members. In addition to this, it has to face all the challenges which

arise from real-world settings that could not be handled by the representations.

Therefore we combine recent progress in robust representation with a state-of-the-art learning

technique to meet the requirements for recognizing object categories.

Various data representations have been proposed, which show very good performance in

object recognition tasks. However, methods which use a global representation of an image like
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in [Mur95] often suffer from cluttered background and occlusion. Local feature representations

seem to be a promising solution to this problem, as they rely on local information which is not

globally influenced by partial occlusion or background clutter [Sch97], [Low99].

On the other hand, a lot of progress has been made in machine learning by the introduction

of Support Vector Machines (SVMs, [Vap96], [Sch01]), that perform extremely well on a broad

variety of learning tasks also in computer vision [Cha99], [Roo01].

Recently the robust representation by local features and the excellent generalization capabil-

ities of SVMs were combined via a new kernel function in [Wal03b] calledlocal kernel. This

combination of local features and SVM seems to be capable of meeting the tough requirements

on representation and classification described above. Therefore it is a very promising approach

to the categorization problem and is explored in more detailin this thesis.

One of the interesting aspects of [Wal03b] is the introduction of a constraint which helps

identify matching features within the local kernel. This thesis contributes two new types of

constraints for this.

Furthermore, the whole approach is extensively evaluated with respect to scale, occlusion and

background clutter. Different methods are applied to improve performance. Also the influence

of the number of categories and number of presented examplesof a category is investigated.

For the experiments in real-world settings new images, which also include categories commonly

found in office environments, were contributed to existing image collections. We consider very

challenging categories like cow, horse and dog with great visual similarity, too.

Detailed reviews of the literature on categorization, datarepresentation and classification is

given in the Chapters 2, 3, 4 respectively.

1.2 Outline

The rest of the thesis is organized as follows. Chapter 2 discusses definitions of categorization

and how it is considered in our work. Chapter 3 describes the local feature representations.

Chapter 4 gives an introduction to Support Vector Machines and how they are applied to local

feature representations. In Chapter 5 experiments are described and results are presented. The

thesis is summarized in Chapter 6.
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Chapter 2

Categorization

To be able to think about categorization, first we need a definition of the term “category”. Follow-

ing the discussion in [Lak87], this chapter reviews both classical and modern theories concerning

the nature of categories. We will conclude that for computervision applications only the classical

approach seems applicable. However, also the term “categorization” itself will reveal problems

due to its ambiguity. For example it is unclear if categorization includes the finding of categories

themselves or only refers to dealing with them, like being able to determine the membership of

an observed entity.

2.1 Categories

Intuitively, categories mean classes that were extended inmanner that seems natural to us. We

introduce the new term categories, as the standard way of combining entities into classes does

not seem to account for the greater amount of variability we allow for categories. The purpose of

introducing such meta classes at all is clear. Without reducing the complexity of the world as we

perceive it, we would be lost in details. Furthermore, abstract entities would be out of the range

of our reasoning, as they only exist in the context of categories.

Also in encyclopedias make similar conclusions and state that categories are the basic build-

ing block with which we formulate our thoughts, which develop naturally from the way we

generalize and think [Bri04].

These are very vague descriptions of the term category. Computational systems require a

firmer definition, and for that we must turn to literature in philosophy and science.

From the work of Aristotle [Ed28] to the modern approaches ofprototype theory[Ros88] the

meaning of the term category has undergone considerable changes. Therefore literature dealing

5



6 CHAPTER 2. CATEGORIZATION

with this subject from a theoretical (philosophy, cognitive science) or computational (e.g. arti-

ficial intelligence, computer vision) point of view does notdeliver a canonical definition of this

term either. A brief review of possible definitions of categories is given below, closely following

the introduction given by Lakoff in [Lak87].

Lakoff identifies two basic views on categories. The first he calls theclassical viewwhich has

its roots in the work of Aristotle. Categories were considered to be something abstract and well

defined. Boundaries were thought to be defined by shared properties. A more recent approach is

theprototype theory[Ros88] which extends the classical concept and considers categories to be

far more complex. In this context Lakoff summarizes different types of categories, which can be

modeled by prototype theory. We will review them from a machine learning point of view.

• graded categories: Not all the members of a category have the same degree of member-

ship. This results in fuzzy boundaries and central members.For central members a human

observer should be sure about the membership with respect toa certain category, but ap-

proaching the border multiple opinions might exist. An example of a graded category is

the category “tall man”. For sure, there can be no disagreement classifying extremely tall

people. Yet for people whose height is not exceptional, but still clearly above average, one

cannot be sure about. Methods like fuzzy sets were introduced to handle such situations,

since this kind of categories will introduce ambiguities, that are difficult to resolve.

• categories with clear boundaries: Even though a category can be internally graded, there

is consensus on the membership of an entity with respect to such a category. An example

of a category with clear boundaries is the category bird. As there exists a precise definition

of what a bird is, the membership and therefore also the boundaries are well defined. For

computational systems, such categories seem much more feasible to handle, especially

with respect to discriminative classification approaches like the one used in this thesis, as

they introduce sharp boundaries by a decision function.

• basic level categories: Basic level categories are embedded within more general and more

specific categories in a hierarchy. They distinguish themselves from the others as they

are basic with respect to the way we perceive or deal with them. An example of a basic

level category is the category dog. Although it is embedded in a hierarchy in between

more general categories like mammal and more specific ones like sheep-dog, we most

likely refer to it as dog first, when we see it. Hierarchical clustering and classification is

a widely used technique in machine learning. However, the choice of the right level of

generalization is mostly covered by heuristics, as no canonical level can be identified.
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• embodied categories: Categories are tied to the way humans think and do not exist without

a human observer. In particular, at least some categories are embodied, which means that

they depend on the environment and the observers’ capabilities and experience. An often

cited example of embodied categories are categories for colors. They depend on experience

and the physics of the visual system. Therefore many categories might be beyond the

capabilities of learning approaches as machines lack thesehuman properties.

These examples show that many types of these categories can in principle be modeled by

machine learning techniques. Yet how far we can get in practice in forcing methods to model

categories perceived by humans is an open question.

In the following an overview of state-of-the-art approaches to the categorization problem in

computer vision is given.

2.2 Current State-of-the-Art within Computer Vision

As we are looking at achievements of categorization in computer vision, we restrict our discus-

sion to visual categories. As mentioned above it has at leastto be questioned to what extend we

can talk of learning categories in terms of machine learning.

Although sometimes not using the termcategory, problems involving categories have been

addressed for a long time in computer vision. Recent work wasdone on detecting cars [Aga02],

faces [Sch00c] and humans and horses [For97] in real-world settings, and in [Nel98] images of

cups, fighters, snakes, planes and cars were recognized in homogeneous background.

Some of the works with more awareness on the category issue are now reviewed in more

detail.

Work of Weber et al. [Web00b] and its extensions in [Web00a] a categorization task is per-

formed in terms of learning object class models from unlabeled and unsegmented images of

cluttered scenes. These models consist of constellations of rigid features which are used to rep-

resent characteristic parts of the object by selecting themwith respect to their distinctiveness on

the data. The classification itself is performed in a probabilistic framework by computing joint

probability density functions of the feature appearance and their constellation.

Work of Fergus and Fei-Fei et al. [Fer03] and [FF03] are extensions to the work of Weber.

The main improvement is the explicit modeling of variationsin appearance within a category.

Fergus uses the EM-algorithm to learn new categories. The focus of [FF03] is to reduce the
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amount of training data required to learn a new category. This is achieved by using priors learned

from other categories. Therefore they use a variational Bayesian approach. By this technique the

estimation of a model for a specific category is dramaticallysimplified and can be done based on

only a few training examples (1 to 5).

Work of Leibe et al. Although in [Fer03] it is stated that there is broad agreement of the

issue of representation - namely object categories are represented as a collection of features

or parts, where each part has a distinctive appearance and spatial position, in [Lei03a] global

representation besides local representation performed well, too. The author explicitly restricts

his investigations to basic-level categories. For a subsetof these categories, cars and cows, results

are reported in [Lei03b] for a category-specific figure-ground segmentation task. Therefore a

statistical model based on a codebook generated from a localfeature representation is used.

As far as we know all the work which is related to recognizing categories in real-world

settings is limited to1 to6 categories. In addition these categories are fairly distinctive. Examples

are:

• [Web00a]: cars, leaves

• [Fer03]: motor bikes, airplanes, faces, cars(side), car(rear), spotted cats

• [Lei03b]: cars, cows

2.3 Problem Definition

In this thesis we consider the categories to be explicitly specified by labeled examples of the

categories, which enforces theclassical viewof categories. In this context, categorization can

be described as object recognition with a dramatically increased variation in the object classes,

which by far surpasses the simple visual similarities handled in object recognition. Consider-

ing the conclusions drawn above, the automatic detection ofcategories themselves has inherent

problems due to the nature of many categories and is therefore not considered in this thesis. In

contrast to recent work, we will attempt to handle categories which are hard to classify due to

their visual similarity. Therefore we will also consider categories like cow, horse and dog.
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2.4 Summary

As categories are considered to be strongly related to the way humans generalize and think, it

is clear how valuable it is representing information about data in terms of categories. Although

there is recent progress in describing category phenomena with the concept ofprototype theory,

we restrict ourselves to theclassical view, as we train models on labeled data sets. Therefore

in this thesis categorization is understood as the task of recognizing object categories previously

defined by humans, and where the boundaries of categories areclear.

Although there has been some work on categorization in computer vision, there are still clear

limitations to what has been achieved. Especially in real-world settings, the number of categories

addressed in recent literature does not exceed six and the categories are chosen that the members

have a fairly distinctive visual appearance.
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Chapter 3

Local Image Features

Recently,local feature representationshave gained a lot of interest in computer vision. In con-

trast toglobal representationswhich are computed on the whole image, local features capture

the appearance only at a set of points called theinterest points.

Global representations like histograms [Sch00a] or eigenspace representations [Mur95] are

popular approaches to encode global image characteristics. Although they have shown good

performance in many experiments, they usually suffer in thepresence of a heterogeneous back-

ground and occlusions. This is one of the reasons why local feature representations gained inter-

est as they show very good performance even with clutter and occlusion [Sch96] and therefore

they are considered to be a promising solution to these problems.

Another issue why local features are considered to be a good choice is related to the task of

recognizing object categories. In works like [Web00a] and [Fer03], the use of local features is

motivated by identifying and redetecting parts of an object, which are characteristic for the whole

category. For example, in order to describe a car, we are interested in finding tires, headlights,

the windshield and so on. These parts have to be described in amanner so that is distinctive, but

also accounts for the large variability allowed within a category.

The acquisition of a local feature representation is divided into two steps:

1. Detection: An interest point detectoris used to determine the position of characteristic

features in the image.

2. Description: A local descriptoris computed at each detected interest point to represent the

local appearance.

In Section 3.1 a brief summary on scale-space is presented, as it offers theoretical insight to

the process of local feature extraction and leads to a scale invariant representation. Then Section

11
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3.2 presents methods for detecting interest points. In Section 3.3 two local feature descriptors

are described. Finally a summary of the Chapter is given in Section 3.4. The whole Chapter is a

review of techniques.

3.1 Theory of Local Features

Assuming that an image is nothing more than a collection of primitive structures like edges,

blobs and corners, one can make the important observation that these structures appear at certain

scales, according to their physical extent in the scene, distance to the camera and resolution of

the image. To describe how to exploit this, the principals ofscale-space notation will be reviewed

in Section 3.1.1. In preparation of Section 3.2 where we wantto be able to compute derivative

based quantities in scale-space, Section 3.1.2 describes the technical basics and Section 3.1.3

explains how to select characteristic scales.

3.1.1 Scale-space

The size of objects in images is influenced by the image resolution, focal length of the camera

and other, generally unknown, parameters. This motivates for multi-scale image representations

that explicitly represent the image at different scales of observation. Among many alternative

approaches to construct such a representation, Gaussian scale-space theory has shown to be a

natural choice due to its convenient mathematical properties and close relations to biological

vision [You87].

Starting from a set of axioms, [Wit83] and [Koe84] derived a Gaussian scale-space represen-

tationL and have shown that it has to satisfy the diffusion equation:

∂L

∂σ2
=

1

2
∇2L (3.1)

with the initial condition:

L(x, 0) = s(x) , (3.2)

whereL : R
D × R+ → R is the scale-space of a continuous signals : R

D → R and σ

is a continuous scale parameter. The solution of this diffusion equation can be computed by

convolution with a Gaussian kernel:

g(x, σ) =
1

(2πσ2)
D
2

e−
PD

d=1
x
2
d

2σ2 (3.3)
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original σ = 1 σ = 2 σ = 4 σ = 8

Figure 3.1: Slices through the scale-space of the image on the left at different values forσ

Therefore the Gaussian scale-space is given by:

L(x, σ) = g(x, σ) ∗ s(x) , (3.4)

where∗ denotes convolution.

As we are interested in a scale-space representation of an image, we restrict ourselves for

further consideration to two dimensions. Therefore the scale-space is built by:

L(x, σ) =
1

2πσ2
e−

x
2
+y

2

2σ2 ∗ f(x) , (3.5)

wherex = (x, y) specifies a position in the imagef . Examples of slices through such a scale-

space are presented in Figure 3.1. The image of the car is filtered with Gaussian kernels with

increasingσ. Moving to higher scales the image gets more and more blurred. Intuitively, this

low-pass filtering can be thought of as simulating the loss ofinformation when moving to higher

scales or respectively moving away from an object, which results in changes of image charac-

teristics like derivatives. But even though information ofthe original image is lost, the scaling

reveals new characteristics, which are typical for higher scales. In Section 3.2 we will exploit

this fact to build richer models. In contrast to resolution pyramids [Cro82] the images are not

down-sampled to preserve the spatial resolution in the feature detection procedure.

Due to quantization and noise there is a lower limit for the scale, called the inner scale. This

is basically the scale where the support of the Gaussian liestotally within one pixel. Obviously

the result of the convolution will not change by further reducingσ. There is also an outer scale,

which means that due to the finite size of the image, the size ofstructures that can be captured

is limited. This limit is reached when the support of the Gaussian is about the size of the whole

image. Therefore it makes only sense to perform computations at scales which lie between these

bounds.
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3.1.2 Derivatives

As will be seen in Section 3.2 and 3.3, popular approaches to find interest points and to describe

their local characteristics need the computation of derivatives. The standard method for comput-

ing derivatives is to derive a filter kernel by using a finite difference approximation [Pau97]. For

the first order derivative the central difference is used:

∂

∂xi

:
(

−1 0 1
)

(3.6)

The second order derivative is computed by the consecutive convolution with two finite differ-

ence approximations of first order derivatives.

∂2

∂x2
i

:
(

−1 1
)

∗
(

−1 1
)

=
(

1 −2 1
)

(3.7)

Higher order derivatives are computed by combinations of eqn. (3.6) and eqn. (3.7). Computing

these derivatives at a certain scaleσ in scale-space we get:

Li1...im(x, σ) =
∂m

∂i1 . . . ∂im
∗ g(σ)

︸ ︷︷ ︸

Gaussian derivatives

∗f(x) (3.8)

As the values of the derivative decreases with increasing scale, in [Lin98] scale normalized

derivatives were introduced,

Di1...im(x, σ) = σmLi1...im(x, σ) (3.9)

which will become of importance in Section 3.3 to derive a scale-invariant representation. The

normalized Laplacian yields:

∇2Lnorm = σ2(Lxx + Lyy) (3.10)

Gaussian derivatives develop from the scale-space representation, but have also shown to be

more stable than the normal derivative. As the derivations act as high pass filters, the Gaussian

smoothing reduces the otherwise amplified noise [For03]. InFigure 3.2 the filter kernels of

the relevant Gaussian derivatives and the Laplacian are displayed. These filters have recently

gained interest in various fields of computer vision [Hay04]and were also motivated from human

perception in psychophysics.

The success of these approaches is based on capturing different characteristics of an image
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gxxx gxxy gxx + gyy

Figure 3.2: Filter kernels for Gaussian derivatives and theLaplacian

by choosing differentσs for the computation of derivative based statistics. But asthere is no a

priori information how to chooseσ such approaches can suffer from the increased amount and

dimensionality of the data. Therefore in [Lin98] the theoryfor automatic scale selection has been

introduced, which also lead to a scale-invariant representation.

3.1.3 Scale selection

The assumption of scale selection is that there is a characteristic scale at which a function of

Gaussian derivatives, called a differential entity, achieves a maximum. If this extremum can

be reliably detected, a scale-invariant representation can be constructed and the ambiguity of

representing the same image feature at different scales dueto the introduced scale parameterσ is

eliminated again. In [Lin98] it was shown that functions like trace(H) (Laplacian) anddet(H)

attain a maximum on synthetic data and real images, whereH is the Hessian matrix in the context
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of normalized scale-space derivatives is given by:

H(x, σ) = σ2

(

Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)

)

(3.11)

In experimental evaluations in [Mik01], the Laplacian yields good results for scale-selection.

To use the Laplacian to detect maxima in scale-space, we needa scale derivative of the Lapla-

cian. Considering eqn. (3.10), the scale derivative of the normalized Laplacian is given by

([Lap04],[Lin93]):

∂

∂σ2
∇2Lnorm =

∂

∂σ2
σ2(Lxx + Lyy) (3.12)

= Lxx + Lyy + σ2 ∂

∂σ2
(Lxx + Lyy) (3.13)

= Lxx + Lyy +
σ2

2
(Lxxxx + 2Lxxyy + Lyyyy) (3.14)

In eqn. (3.12) the normalized derivative from eqn. (3.10) isused and in eqn. (3.13) only the

product rule of derivation is applied. For eqn. (3.14) we look at ∂
∂σ2 (Lxx + Lyy) as a scale-space

of the the functionL = Lxx+Lyy and replace it with the right-hand side of the diffusion equation

(3.1). By using this trick, no additional scales have to be computed, as it would be the case for a

finite difference approximation in scale.

In Figure 3.3 two slices through scale-space parallel to thex and y axes of the car image

shown in Figure 3.5 are given. Each column of these images is called scale-space signature or

scale-space trace in the literature. As predicted by the theory, maxima can be observed on these

traces. A more detailed look reveals some typical properties of these traces. First, the traces

one would identify by a first glance at Figure 3.3 are no straight lines going from the bottom to

the top. Many of them are bent. These bent traces are called deep structure. This property is

illustrated in Figure 3.4, where features are extracted at acorner at different scales. The detected

location is marked by a cross and the scale is visualized by the size of a circle centered at that

position. The typical projection of a deep structure lying approximately on the bisecting line of

the corner can be observed. We will refer to methods which deal with this property in Section

3.2.
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(a) (b) (c)

Figure 3.3: (a) Laplacian of the input image of size256x256 ; (b) and (c) slice through scale-
space of the Laplacian aty = 128; right: slice through scale-space of the Laplacian atx = 128
(scale-space displayed fromσ = 1 at bottom of the image toσ = 8 at the top)

3.2 Detection

As already mentioned, the process of extracting local features is divided into two steps: the

interest point detection and description. Interest pointsare required to be characteristic for the

image and robust to redetect. The information content of thedescriptor, which is computed in the

second step, is highly dependent on the chosen interest points [Mik02a]. A common assumption

for a characteristic point is that there is a significant change in the intensity value of the image

and therefore a strong derivative at the interest point. A popular choice for interest points are

local maxima of a function of derivatives, which will be referred to as an interest function. As a

representative, theLaplace detectorwill be reviewed in Section 3.2.1. But edge-like structures

can also preserve a high score along a line and often don’t show well defined maxima. For this

reason more selective functions were defined such as theHarris detector[Har88] described in

Section 3.2.2. Thereafter, methods for dealing with scale are described - namely the multi-scale

approach [Sch97] in Section 3.2.3 and automatic scale selection [Mik01] in Section 3.2.4. Finally

Section 3.2.5 briefly reviews experimental comparisons of interest point detectors.
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Figure 3.4: Features detected at a corner at multiple scales. The feature positions are marked
with a cross and the scale is visualized with a circle.

3.2.1 Laplace detector

A common approach to look for interest points is to look for the maxima of the Laplacian for the

Laplacian of Gaussian in a scale-space context with scale normalized derivatives:

∇2L(x, σ) = |σ2Lxx(x, σ) + σ2Lyy(x, σ)| (3.15)

The associated filter is displayed in Figure 3.2. Convolvingwith such a filter leads to an interest

function which responds to blob-like structures similar tothe filter itself. But also edges will

lead to high output, and so this filter is also applied as an edge detector. Figure 3.6 shows two

examples of the interest function and the detected points computed by the Laplacian. A high

score is associated with the contour which has a strong edge.Of course, lots of these points

will not be redetected, as they do not correspond to a characteristic part of the scene. Another

observation is that the interest points seem to be distributed randomly on the contour which

illustrates the already mentioned problem of there being nowell-defined maxima along an edge.
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original σ = 1 σ = 2 σ = 4 σ = 8

Figure 3.5: first row: image data at different scales; secondrow: Harris function (normalized for
displaying) at different scales

3.2.2 Harris detector

Some of these problems can be solved by a different approach called the Harris corner detector

[Har88]. The basic building block of this method is the second moment matrix:

µ(x, σI , σD) = σ2
Dg(σI) ∗

(

L2
x(x, σD) LxLy(x, σD)

LxLy(x, σD) L2
y(x, σD)

)

, (3.16)

whereσI is the integration scale at which the derivatives are computed andσD the detection scale,

which can be thought of as an additional smoothing to stabilize the detection of local maxima.

The integration scale is determined by the scale at which onewants to detect interest points and

a common choice for the detection scale isσD = 2 ∗ σI . From this matrix the Harris interest

function:

det(µ(x, σ)) − α(trace(µ(x, σ))2) (3.17)

is computed, whereα = 0.04 is proposed in [Har88].

Intuitively, the Harris detector looks for points that havestrong curvature in the two orthog-

onal principal directions. This is enforced by seeking local maxima of the determinant of the

second moment matrix, which is the product of the eigenvalues belonging to the orthogonal

eigenvectors of this symmetric matrix. The term on the rightcan be thought of as a penalty term

for edge-like structures.

Two examples of the interest function and the detected points computed by the Harris de-

tector are shown in Figure 3.6. The interest points are no longer concentrated on the edge and

are more spread out over the whole object. The Harris detector has shown good performance in
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car apple
interest function detected points interest function detected points

Laplacian

Harris

Figure 3.6: Example for interest points computed by Laplaceand Harris measure. The corre-
sponding interest functions are shown, too. The weakly textured object apple on black back-
ground reveals problems of the Laplacian measure.

comparison with other detectors [Sch98]. In Figure 3.5 the Harris interest function is computed

at different scales. Assuming that the Harris detector is useful for detecting characteristic interest

points, one can observe that for different scales differentstructures of the image are considered

characteristic. Again this affirms the hypothesis that varying a scale parameter in feature extrac-

tion leads to a model capable of capturing characteristics which otherwise would be undetected.

But as already mentioned in Section 3.1.1 the choice of the scale parameterσ is unclear.

Therefore two approaches will be given how to take advantageof this scale parameter without

running in the problem of storing a lot of redundant information.

3.2.3 Multi-scale

The multi-scale approach, which was applied in [Sch97], samples the scale-space at a set of

scalesσ1, . . . , σn. The spacing should be chosen in an exponential mannerσi = σ0s
i for some

fixed s ∈ R. As for example the size of an object changes in the same way with respect to

the distance of the observer, this spacing seems natural when dealing with scale. At each scale

interest points are detected. They are gathered into a single set of all interest points across all

scales. Of course many of these points will refer to the same structure viewed at different scales

especially when the spacing of the sampling is very fine. Thiswill cause redundancy in the model

and lead to higher computational costs and larger storage requirements.
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3.2.4 Automatic Scale Selection

The redundancy introduced by the multi-scale approach fromSection 3.2.3 can be reduced by

applying the theory reviewed in Section 3.1.3. This is done by storing the feature at the scale at

which it yields the strongest response of the interest function. In [Mik01] a combined Harris-

Laplace detector was presented which finds scale-space maxima with an iterative algorithm, and

in [Low99] a more exhaustive search for localizing scale-space interest points was used, which

is referred to as the SIFT key detector.

Harris-Laplace Detector

In [Mik01] a Harris detector is used for detecting interest points in the spatial domain and a

Laplace measure for the scale domain. In addition one has to compensate for the problems

mentioned in Section3.1.3. The deep structures we perceivein Figure 3.3 and 3.4 are bent and

therefore the detected interest points at different scalesdiffers by several pixels. To solve these

problems, an iterative algorithm was introduced in [Mik01], which takes initial detections of

points and searches along scale traces for a characteristicscale where the Laplacian attains a

maximum. After each iteration the location of the point is redetected with the Harris detector to

update the position. A Nassi-Schneiderman diagram of the algorithm is given in Figure 3.7.

Further extensions like affine invariance were not considered, as in [Mik02a] an experimental

evaluation showed that with small viewpoint variations between images (< 20◦), the Harris-

Laplace detector showed better repeatability than its affine counterpart.

SIFT Detector

In [Low99] a new type of local features is introduced, calledSIFT. The interest point detec-

tor, which Lowe calls key detector, uses a scale selection mechanism based on differences of

Gaussians. The scale-space is built by convolving with Gaussians and down-sampling after each

octave, so that a pyramid-like data structure is obtained. The difference of Gaussians are com-

puted by the difference of neighbouring scales. After that,interest points are detected by looking

for maxima with respect to the eight bordering pixels. In a second step all the points which rep-

resent a maximum in scale-space are selected, by checking the closest pixel at the next higher

and next lower scale.
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3.2.5 Comparison

In the beginning of this Chapter, the assumption was made that local features capture the appear-

ance at characteristic points in the image. That they are characteristic implies that they can be

reliable redetected in many views of the scene varying for example the lighting conditions and

the viewpoint. Therefore experimental evaluations of the repeatability of interest point detectors

under typical transformations and degradations of the image data were made in [Sch00b] and

[Mik02b]. The Harris detector and its extension to scale have yielded favourable results.

3.3 Description

After the detection of the interest points the appearance ofthe local vicinity around the interest

point has to be captured. Therefore an interest point descriptor is computed based on a patch

around the interest point. On the one hand this descriptor should be discriminative, so that it

captures characteristic information of that patch. On the other hand it should be robust or even

invariant to changes not of interest in the specific task. A typical example is invariance to rotation.

These properties are conflicting, and the question how to balance them is unsolved especially in

categorization. For rather continuous changes produced bynoise, varying lighting conditions

and affine transformations, invariants were introduced. But for changes caused by capturing

the same structure of different members of a category, the task of computing invariants seems

hopeless. For that reason it is concluded that one has to relyon the learning stage to generalize

over such severe signal changes, and try using techniques from object recognition to describe the

appearance.

In Section 3.3.1 the definition of thelocal jet descriptor is given while Section 3.3.2 reviews

theSIFTdescriptor. Section 3.3.3 refers to experimental comparisons of local image descriptors.

3.3.1 Local Jet

In [Koe87] a descriptor called thelocal jet was introduced. This approach may be written in a

scale-space notation as:

JN [f ](x, σ) = {Li1...in(x, σ)|(x, σ) ∈ R
2 × R

+, n = 0, . . . , N} (3.18)
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In this thesislocal jets including derivatives up to third order are used to capture the local ap-

pearance:
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(3.19)

The grey value itself at positionx was not considered, as it is very dependent on the lighting

conditions. Furthermore, there is a need for a scale-normalized derivatives for the scale invariant

representation. A scale normalized descriptor is obtainedby:
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, (3.20)

whereσ is the scale at which the feature was detected.

3.3.2 SIFT

As a starting point for the SIFT descriptor proposed in [Low99], the magnitudeMij and direction

Rij of the gradientsAij at a certain scaleσ and pixel positioni, j are computed:

Mij =
√

(Aij − Ai+1,j)2 + (Aij − Ai,j+1)2 (3.21)

Rij = tan−1 Aij − Ai+1,j

Ai,j+1 − Aij

(3.22)
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For robustness to illumination changes, the magnitude of the gradient is thresholded. To achieve

rotation invariance, canonical directions are computed bydetecting maxima in the histogram of

local gradient orientations. The magnitude of the gradients is weighted according to the distance

to the interest point and the histogram is smoothed, to stabilize the maximum selection.

The SIFT descriptor itself consists of 16 orientation histograms with 8 orientation bins. The

area around the interest point is divided into a grid of 4x4 regions. From each of these regions

the orientation histograms are computed resulting in a 128 dimensional vector.

3.3.3 Comparison

In [Mik03] Mikolajczyk performed experimental evaluations on the distinctness and robustness

of local descriptors under typical transformations and degradations. In these experiments the

SIFT descriptor performed best, followed closely by steerable filters [Fre91], which are rotation

invariant versions of local jets. Again it has to be mentioned, that these experiments were con-

ducted within the task of recognizing specific exemplars. Itis unclear how these results transfer

to the task of classifying object categories.

3.4 Summary

After reviewing scale-space theory, different methods forselecting interest points and computing

a descriptor at these points have been described. These wereextended to handle scale as proposed

in the literature. Experimental evaluations from the literature propose the use of the Harris and

Harris-Laplace detectors for finding interest points and steerable filters and SIFT descriptors

for describing the local features. As we will not consider in-plane rotations of the camera and

incorporate rotations in depth in the training, in the following local jets are considered instead of

steerable filters.

However one has to note that many assumptions and evaluations were made for object clas-

sification. It is unclear how they will transfer to the task ofrecognizing object categories. Ques-

tions like what repeatability of interest points means in the context of categories are still open.

For two members of a category there might be structures in theimages which refer to the same

semantic part, but nothing can be stated about their visual similarity. In fact visual divergence

can be an essential part of the category. This holds for example for the category “number plate”.

Concerning variations of the interest point detection and description by influences due to

noise and illumination and in particular the shortcomings of modeling intra-category variations,

we have to rely on the approach of the learning approach described in the next Chapter.



3.4. SUMMARY 25

Harris-Laplace — detection of Harris-Laplace points using scale selection

initialize: σstep, σmin, σmax, maxiter

FOR each scaleσi in {σ0, . . . , σn}

harrispointsσi
= detect Harris points at scaleσ

FOR eachharrispoint in harrispointsσi

WHILE no convergence ANDiter < itermax AND no divergence
AND σmin < σ < σmax

compute scale-space derivative:∂
∂σ
∇2L (eqn. (3.8))

direction = sign( ∂
∂σ
∇2L) sign(∇2L(x, σold))

σstep = direction |σstep| ; σnew = σold ∗ 2σstep
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Figure 3.7: Nassi-Schneiderman diagram of the Harris-Laplace detector for finding interest
points in the space and scale domain
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Chapter 4

Classification

As pointed out in the introduction, besides a robust representation, a method for robust classi-

fication is the other essential step in a system for recognizing object categories. Therefore we

rely on Support Vector Machines (SVMs) for the learning task, as they have shown excellent

generalization performance in pattern recognition, also in various tasks in computer vision.

The task of classification can be described as predicting theclass membership of data sample

based on features computed from the data. Therefore we distinguish between the feature vector

of a data samplex ∈ R
d and its labely ∈ N (also called target), which determines its class.

To solve this task, most proposed methods build a model of thedata from a set of examples

called the training set{(x1, y1), . . . , (xl, yl)} where the label is known. This model is used af-

terwards to predict the unknown labelsy1, . . . , ym of a test set{x1, . . . , xm}. For building such

a model there are basically two main approaches. The probabilistic approach with its foundation

in Bayesian optimal decision theory [Dud01] and the discriminative approach based on learn-

ing theory [Vap96]. The probabilistic approach relies on modeling probability density functions

(pdf), from which the likelihood of an observed data sample belonging to a certain class can be

computed. Using the probabilistic framework one can take advantage of all the methods devel-

oped in the fairly long history of probabilistic calculus [Mac02]. However, choosing a proba-

bilistic approach involves estimating a representative model, which is a more ambitious task than

solving the given classification problem [Her01]. This is one of the reasons why discriminative

models have recently gained interest. They skip the “overhead” of modeling pdfs by sacrific-

ing the advantages of working in a probabilistic framework,like straight forward formulation of

detection and rejection.

Section 4.1 describes Support Vector Machines which are used for classification in this thesis.

As we have to deal with multiple classes an overview of heuristic multi-class extension is given

27
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in Section 4.2. To combine the robust representation by local features described in Chapter 3 with

this classification method, we make use of a recently proposed type of kernel which is described

in Section 4.3. Finally, a summary is given in Section 4.4.

4.1 Support Vector Machines

Support vector machines (SVMs)[Vap96], [Sch01] , which will be the main focus of this Chapter,

are discriminative models and have recently raised a lot of interest because of their well-founded

theoretical background and very good performance. For describing SVMs the concept of linear

discrimination is reviewed in Section 4.1.1 which is extended to optimal separating hyperplanes

in Section 4.1.2 and soft margin hyperplanes in Section 4.1.3. Introducing a different formulation

using kernels in Section 4.1.4, we will arrive at the conceptof SVMs, which allows us to use a

certain set of functions described in Section 4.1.5. We closely follow the excellent presentation

of this topic given in [Sch01].

4.1.1 Linear Discrimination

The basic idea of a linear decision function is to specify a hyperplane in the input space which

separates the two classes. Such a hyperplane is defined by thenormal form:

wT x + b = 0 , (4.1)

wherew is the direction normal to the hyperplane andb is the distance of the hyperplane to the

origin of the coordinate system.

For every data samplex the distance to this hyperplane can be computed. The sign of the

distance tells us on which side of the plane the sample lies. Therefore the decision function is

given by:

f(x) = sign(wT x + b) (4.2)

4.1.2 Optimal Separating Hyperplane

The formulation in eqn. (4.2) is not unique, as there are in the case of separable data infinitely

many hyperplanes that separate the data. To get to a unique representation, one defines the

optimal separating hyperplane, that is also shown to be optimal from a decision theoretical point

of view. The optimal separating hyperplane is the plane thathas the maximal margin to the data
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Figure 4.1: Illustration of the normal form of a hyperplane.The orientation of the hyperplane
is given by the orthogonal vectorw which is constraint to||w|| = 1 and the distance from the
origin by b. The hyperplane is chosen to separate the two shown classes with a maximal margin.
The so-called support vectors are marked in grey.

samples. In order to compute this plane we formulate the following optimization problem:

max
w,b,||w||=1

{ min
i=1,...,l

(yi(x
T
i w + b))} (4.3)

This situation is illustrated in Figure 4.1. By normalizingwith the length ofw, this can be

reformulated without the constraint||w|| = 1.

min
w,b

1
2
||w||2 (4.4)

subject to yi(x
T
i w + b) ≥ 1 , i = 1, . . . , l (4.5)
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This is a constrained, convex optimization problem. As a conclusion only one global minimum

exists and the solution can be found efficiently. We rewrite the problem by taking the constraints

into account via Lagrangian multipliers, obtaining the Lagrange function:

L(w, b, α) =
1

2
||w||2 −

l∑

i=1

αi(yi(x
T
i w + b) − 1) i = 1, . . . , l , (4.6)

whereα = α1, . . . , αl are the Lagrange multipliers. Therefore the minimum of the optimization

problem must satisfy:
∂

∂b
L(w, b, α) = 0 (4.7)

and
∂

∂w
L(w, b, α) = 0 (4.8)

Substituting eqn. (4.7) and eqn. (4.8) in eqn. (4.6) one obtains the dual optimization problem

which is formulated in the variablesα1, . . . , αl:

max
α∈Rl

W (α) =
∑l

i=1 αi −
1
2

∑l

j=1

∑l

i=1 αiαjyiyjx
T
i xj (4.9)

subject to αi ≥ 0 ∀i = 1, . . . , l and
∑l

i=1 αiyi = 0 (4.10)

As a solution we obtain values for theαs which leads to the following decision function:

f(x) = sign(
l∑

i=1

yiαix
T xi + b) (4.11)

Computing theαs on typical data sets it turns out that many ofαs are0 and therefore do not

contribute to the decision function. Thexi with non-zeroαs are called support vectors. To be

able to evaluate the model, they have to be stored together with theαs and determine the memory

size of the model. In Figure 4.1 the support vectors are marked in grey.

The technique reviewed above solves the problem where the data are linearly separable. Fre-

quently, data we encounter in real-world applications do not show this property. But even if

that can be solved, additional problems arise from noise, that can lead to wrong and too com-

plex boundaries. Therefore two extensions were introduced[Vap96], [Sch01]. Thekernel trick

to make the data linear separable by non-linear transformation of the data and thesoft margin

hyperplanewhich can handle noisy data introducing slack variables with a penalty term.
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Figure 4.2: Noisy data is handled by slack variablesξi which allows some data points to lie
within the margin or even on the “wrong” side of the hyperplane.

4.1.3 Soft Margin Hyperplane

To account for data samples that cause the data set to be non-separable,slack variablesξi ≥ 0

were introduced changing the constraints to:

yi(w
T xi + b) ≥ 1 − ξi (4.12)

As this can introduce classification errors even on the training set, a cost function is added,

to penalize for this behavior, to the function with is subject to the minimization in eqn. (4.4):

min
w,b

1
2
||w||2 + C

l∑

i=1

ξi (4.13)

subject to ξi ≥ 0 , yi(x
T
i w + b) ≥ 1 − ξi , i = 1, . . . , l (4.14)
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Figure 4.3: Illustration of a non-linear mappingΦ which makes the classes in the data linearly
separable.

In Figure 4.2 the slack variables are illustrated. The solution to this optimization problem is

obtained analogously to the linearly separable case[Vap96], [Sch01]. There is no canonical way

to chose the parameterC. It has to be chosen appropriately depending on the task.

4.1.4 Kernel Trick

The kernel trick is a method to make a linear classifier more generic. The data is transformed

into afeature spaceH by a non-linear mappingΦ which increases the separability of the data:

Φ : R
d −→ H (4.15)

x 7−→ Φ(x) (4.16)

This is illustrated in Figure 4.3. The key to the success of this approach lies within eqn.

(4.11). Interestingly, the datax andxi enter eqn. (4.11) only by their scalar product. As the

functionΦ might be expensive to compute or even map to an infinitely dimensional space, one is

more interested in functions which perform both, the mapping and scalar product computation.
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Such a function is called akernelk:

k(x, xi) = Φ(x)TΦ(xi) (4.17)

To assure that there exists a space in which the kernel computes the scalar product implicitly, one

uses kernels that satisfy the Mercer condition - so calledMercer Kernels, the definition of which

is discussed next.

4.1.5 Mercer Kernels

Dealing with a data setX = {x1, . . . , xl}, the Mercer condition is fulfilled if theKernel matrix:

Kij := k(xi, xj) (4.18)

is symmetric positive semi-definite. Matrices that have only non-negative eigenvalues are posi-

tive semi-definite. For a more detailed presentation of thisissue, we refer to [Cri00].

Meanwhile many kernel functions have been proposed often specialized for a certain task and

incorporating a priori information about the type of the data [Wal03b], [Cha99]. But there are

some commonly known kernel functions which perform well in many relevant learning tasks:

• polynomial kernel:k(x, xi) = (xTxi)
a , a ∈ N

• Gaussian kernel:k(x, xi) = exp(− ||x−xi||
2

2σ2 ) , σ ∈ R

• sigmoid kernel:tanh(κxT
i + Θ) , κ, θ ∈ R

New Mercer kernels can be obtained from known Mercer kernelsby composition. In [Cri00]

an overview of rules is given. Given the Mercer kernelsK1 andK2, a ∈ R, a real valued function

f , a mappingΦ : X → R
m with a kernelK3 overRm × R

m, the following are Mercer Kernels:

K(x, z) = K1(x, z) + K2(x, z) (4.19)

K(x, z) = aK1(x, z) (4.20)

K(x, z) = K1(x, z)K2(x, z) (4.21)

K(x, z) = f(x)f(z) (4.22)

K(x, z) = K3(Φ(x), Φ(z)) (4.23)

K(x, z) = xTBz (4.24)
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4.2 Multi-Class SVMs

For a multi-class problem we have to make a decision betweenK classesΩκ, κ = 1, . . . , K

instead of only two. As already mentioned in the introduction to this Chapter, with SVMs the

extension to multiple classes is not trivial. Although so-calledall-togethermethods have recently

been proposed that formulate and solve the optimization problem described in Section 4.1.2 for

the multi-class case [Wes98], [Cra00] are up to now not feasible for large datasets. Therefore we

have to rely on heuristic extensions:

• one-against-all: K classifiers are trained, where theκ-th classifier discriminates between

classκ and all the other classes. Instead of the sign of the distanceto the hyperplane in

eqn. (4.11), the distance itself is considered and a decision is made by selectingκ with

maximum distance to the hyperplane.

• one-against-one: K(K−1)
2

classifiers are trained, which means one for all possible pairs of

classes. This can be thought of as a fully connected graph with the classes as nodes. For

each decision made in favour of a specific class, this class gets one vote. The class with

the most votes is selected.

• directed acyclic graph method: As the name proposes, a directed acyclic graph is set up,

in which each node represents one classifier. For making a decision the graph is traversed

starting at the root and following the edges according to thedecisions made in each node.

The leaves of the graph are labeled according to the class to chose.

In [Hsu01] two all-together methods and the mentioned threeheuristic approaches were com-

pared. The authors concludes that one-against-one and the direct acyclic graph method are best

for most problems. A nice property of these methods is also that they train more, smaller classi-

fiers than in the one-against-all case. As each classifier is easily trained in parallel, these methods

profit from a reduced granularity in terms of parallelization.

4.3 Local Kernels

The robust local feature representation described in Chapter 3 consists for each imageIi, i =

1, . . . , l of a set of local featuresLi = {pj(Ii)}
ni

j=1, lj(Ii)}
ni

j=1, whereni is the number of ex-

tracted features from imageIi and lj denotes the descriptor of thej-th feature computed at

positionpj . In [Wal03b] it is shown that there is no straightforward wayto use local features
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in SVMs. Most work on local features, for example [Sch96] and[Low99], agree on the fact

that a feature matching step is required to establish feature correspondences. Based on these

correspondences a decision is made.

Section 4.3.1 reviews a recently introduced kernel, which performs local feature matching in

SVMs. Then Section 4.3.2 describes a metric for comparing local features and how it is used in

the local kernel together with the constraints proposed in Section 4.3.3.

4.3.1 Definition

A new class of kernels for comparing local feature sets was proposed in [Wal03b]:

KL(Lh, Lk) =
1

2
[K̂(Lh, Lk) + K̂(Lk, Lh)] (4.25)

with

K̂(Lh, Lk) =
1

nh

nh∑

jh=1

argmaxjk=1,...,nk
{Kl(ljh

(Lh), ljk
(Lk))} (4.26)

whereKl is a Mercer kernel. The features are implicitly matched by considering feature pairs

for which the kernelKl achieves a maximum. Practical issues on the evaluation of this kernel

are reported in the Appendix A.

Although the local kernel achieved excellent results in experiments [Wal03b], the Mercer

condition could not be shown. Toy examples have shown that the risk of negative eigenvalues

of the kernel matrix can not be excluded. However, recent empirical evaluations of this type

of kernel have shown that these problems only occur for parameters that are not relevant to

applications, as small number of matches or low local feature dimension [Cap03].

A problem of this kernel is that it permits multiple matches for each feature. However, the

kernel may be modified to guarantee a one-to-one matching [Wal03a]. This is done by identifying

the best match between two feature sets with respect to the kernel Kl and not considering these

two local features for further matches. Thus, eqn. (4.25) isnot needed anymore to make the

kernel symmetric. This can be formulated in terms of a kernel:

Kone−to−one(Lh, Lk) =
1

n
maxΦ∈Snh

,Ψ∈Snk

n∑

j=1

Kl(lΦ(j)(Lh), lΨ(j)(Lk)) (4.27)

wheren is the number of considered matches andSn are all permutations of possible matches.
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We use the following decomposition of the kernelKl:

Kl(Lh, Lk) = Km(ljh
(Lh), ljk

(Lk)) Kc(pjh
(Lh), pjk

(Lk)) (4.28)

whereKm andKc are Mercer kernels. According to eqn. (4.21), this operation preserves the

Mercer condition. WhileKm has to provide a metric to compare local features,Kc deals with

position information of the features to improve the matching by introducing a constraint. We

considerKc as optional.

In the following Sections 4.3.2 and 4.3.3, several choices for Km andKc are given.

4.3.2 Metrics for Comparing Local Features

The choice ofKm in eqn. (4.28) depends on the type of local features that are used.

Local jets The zero-mean normalized cross-correlation is used in [Wal03b] for comparing the

local jet features, which were described in Section 3.3.1. Therefore the following kernelKm is

used for local jets:

Km = Kjet = exp

(

−γ

(

1 −
< x − µx|y − µy >

||x − µx|| ||y − µy||

))

(4.29)

SIFT The L2-norm is proposed for comparing SIFT features in [Low99]. As it is shown in

[Bur99] the linear kernel and the Gaussian kernel imply a L2-metric in the feature space. As the

Gaussian kernel has shown favourable performance in many cases [Sch01], we decide to use the

Gaussian kernel asKm for the SIFT features. The Gaussian kernel given in Section 4.1.5.

4.3.3 Constraints

To improve the stability of the feature matching various constraints have been introduced in the

literature to steer the matching process ([Wal03b], [Sch96], [Tel02], [Pri98]). But most of these

methods cannot be formulated in terms of kernels or they are computationally too expensive as

the kernel typically has to be evaluated several million times. Therefore we consider a constraint,

which has already been used with the local kernel in [Wal03b]and two new approaches1.

1This work is based on an idea of Christian Wallraven
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Figure 4.4: Distance histogram: all features lying in a similar distance are binned

Feature distances If the object of interest is always presented at the same position in the image,

it is a reasonable assumption, that also corresponding features should occur at similar positions.

In practice for example an attention mechanism driven by motion or depth can provide a segmen-

tation of the image, so that for a selected segment the objectstays in focus and the assumption

holds. In [Wal03b] the following choice forKc is proposed to exploit this a priori knowledge:

Kc = Kfd(Lh, Lk) = exp

(

−
(pjh

(Lh) − pjk
(Lh))

2

2σ2

)

(4.30)

Intuitively, a Gaussian is placed at the position of a local feature. According to eqn. (4.28) the

similarity computed between the two features for a possiblematch is modified by the value of

this Gaussian with respect to the distance between the two candidates.

Distance histograms A constraint which is referred to as adistance histogramis motivated by

the Belongie descriptor proposed in [Bel01]. The idea is to capture the distribution of features

with respect to each feature by a histogram. While the original descriptor uses a histogram with

respect to angle and distance, we restrict ourselves to distances, as we are dealing with much

less feature points. The computation of such histograms is illustrated in Figure 4.4. One of the

standard measures to compare histograms is theχ2 distance.

dχ2 =
∑

i

(xi − yi)
2

xi + yi

(4.31)
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Figure 4.5: Distance profile: the distance to all features issorted to obtain a profile shown on the
right.

We refer to [Pre92] for more details and a nice discussion of this metric. In [Cha99] it is shown

how to use a generalized form of the Gaussian kernel with thisdistance measure. Using theχ2

in this form yields:

Kc = Kdh(Lh, Lk) = exp (−σdχ2(hist(pjh
(Lh)) − hist(pjk

(Lh)))) , (4.32)

where the operation hist refers to the computation of the described histogram from the feature

positions. For this approach a number of bins for the histogram has to be specified.

Distance profiles Distance profilesare similar to the distance histograms which were intro-

duced in the previous Section. But for distance profiles one simply computes all the distances of

one feature to all the other features and sorts these distances, as shown in Figure 4.5. A reason-

able way to compare two such profiles is to calculate the squared error. This suggests again the

use of the Gaussian Kernel which is defined in Section 4.1.5.

4.4 Summary

This Chapter describes support vector machines which have shown excellent generalization per-

formance in many machine learning tasks and also in computervision. To make use of this

powerful learning approach, a recently proposed class of local kernels is used. It is extended to

perform one-to-one matching which is a desired property when dealing with local features. To



4.4. SUMMARY 39

compare different feature types different kernels were plugged into the local kernel. The kernel

is additionally extended to handle constraints based on thefeature locations, which is a common

method to improve the matching process. Besides a simplefeature distanceconstraint, two new

constraints are proposed. Thedistance histogram, which describes the distances to neighbouring

features by a histogram and thedistance profile, which is a profile of sorted feature distances. In

contrast to thefeature distancesconstraint, the new constraints do not make the assumption that

the object always stays centered in the image.



40 CHAPTER 4. CLASSIFICATION



Chapter 5

Experiments

In this Chapter we present experiments testing the methods for robust data representation and

robust classification which were described in Chapter 3 and 4. Their performance is evaluated

under real-world conditions. At first, in Section 5.1 the constraint introduced in Section 4.3.3 are

evaluated on ground-truth data, to decide which of them should be further considered. After that

we present a series of experiments on the CogVis database, toperform multi-category recogni-

tion. We conduct experiments to investigate how the approach generalizes with respect to the

number of objects in the training set and how many objects arenecessary for learning a good

model of a category. These are presented in Section 5.2.1. Then we investigate the performance

of the approach with respect to different variations which occur naturally in real-world settings:

• scale: controlled lab setting with homogeneous background and simulated scale (Section

5.2.2)

• occlusion: controlled lab setting with homogeneous background and simulated occlusion

(Section 5.2.3)

• cluttered background: real-world setting with heterogeneous background (Section 5.2.4)

In the experiments on scale and occlusion, several methods are compared to cope with the

posed challenges. The methods which have shown good performance are then applied to the real-

world setting with cluttered background. All the experiments are run on extremely challenging

sets of categories.

Section 5.3 presents experiments performed on the DIROKOL database. The goal of the

experiments is to perform categories recognition on objects commonly found in office environ-

ments. We present experiments in homogeneous and heterogeneous background. With respect to

41
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the experiments in cluttered scenes, we use the DIROKOL database and new images recorded at

CVAP-KTH. To cope with the low number of objects present for each category in this database

a learning approach is tried out to increase the performance.

For the experiments cross-validation is used, if a partitioning of the data is involved.

5.1 Experiment on Constraints

Section 4.3.3 presented three position constraints, that are extensions to the local kernel. These

are (i) thefeature distanceswhich exploits the assumption that corresponding featureswill reoc-

cur at similar positions, (ii) thedistance histogramwhich compares histogram-based statistics on

the feature positions and (iii) thedistance profilewhich compares profiles obtained by sorted fea-

ture distances. To evaluate their usefulness, a matching experiment is performed on the “model

house” image sequence1.

In this sequence a camera is moved around a house keeping the house centered in the image.

The advantage of this sequence is that besides the image dataalso the camera matrices are pro-

vided. Thus we use this sequence to test matching robustnesswith respect to viewpoint changes.

Given the camera matrices we can decide if a match made by the kernel is correct or wrong.

Matches are considered to be correct if they are consistent with the epipolar geometry defined by

the camera matrices. For a correct match, we require the distance of each point to the epipolar

line of the matched point to be less than 2 pixels. Although this condition is necessary but not

sufficient, we consider it to be precise enough to gather a meaningful statistic on the matches.

For details on epipolar geometry we refer to [Har00].

The three mentioned approaches are tested in combination with the metric from Section 4.3.2,

varying the settings of the parameters. Besides the number of bins for the distance histogram

approach, an additional parameter is considered which is called the neighbourhood. It specifies

how many features are used to compute the histogram or the profile. From each of the images

156 features are extracted and only the best 50 matches are considered. The matching experiment

was performed for every possible pair of images in the sequence.

In Figure 5.2 the number of correct matches averaged over allimage pairs that have the

same distance in the image sequence are shown. For each approach, results for the parameters

which performed best with respect to subsequent frames in the sequence. This is motivated

by the databases which are used in the classification experiments that also have a rather dense

sampling of the viewpoints. For distance histograms and distance profiles a neighbourhood of

1http://www.robots.ox.ac.uk/∼vgg/data/
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Figure 5.1: Samples of the house sequence which is used to evaluate the constraints. Frame
1, 3, 5, 7, 9 of the9 images long sequence are shown.
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Figure 5.2: The average number of correct matches on the image sequence with respect to the
distance of the image pair in the sequence.

40 features yielded the best results. The number of bins was15. Figure 5.2 shows that for small

viewpoint differences the feature distance approach yields the best results. For intermediate

viewpoint differences, distance histograms and distance profiles give slight improvements, while

the distance histograms once perform worse than the basic algorithm where no constraint is

applied.

Overall, this experiment suggests that the feature distance approach is most suitable. How-

ever it is clear that this approach is not at all position invariant. Although we are dealing in the

experiments with images in which the object is mostly centered, we will also evaluate the dis-

tance profile approach, since it should be more robust to position changes of the object and has

shown competitive results with respect to the feature distances in informal recognition experi-

ments on images with homogeneous background.
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Figure 5.3: CogVis database

5.2 Experiments on the CogVis Database

The CogVis database [Lei03a] is designed to study object categorization. Therefore it contains

80 objects from 8 different categories: apple, pear, tomato, cup, car, horse, cow and dog. For

each object 41 views from equidistant points on a hemisphereare taken. The object is always

centered in the image, and the background is set to black by a mask which is also provided by

the creators of the database. Toy objects are used for the categories car, cow, horse and dog. One

view of each object is shown in Figure 5.3.
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5.2.1 Experiments with Different Numbers of Objects in the Training Set

An open issue in object categorization is the dimension of the training set for each category.

For example, if the task is to recognize cups, how many different instances do we have to show

to the algorithm, before it is able to generalize and recognize all cups? In order to partially

(and qualitatively) answer this question, we performed preliminary experiments on the categories

apple, tomato, dog and horse.

We run 5 different experiments, each corresponding to 5 different partitions of training and

test set. The number of objects in the training set is varied from 1 to 9. The remaining objects

which are not used for training are used for test. Each objectis represented by 16 views equally

spaced around the object

As data representation, the multi-scale approach in combination with the local kernel with

feature distance constraint as described in Section 5.2.2 is used. In Figure 5.4 the averaged error

rates are reported and details are given in Table B.1. Even for a single example for each category

an average error rate of less than14% can be observed. The error rate decrease roughly linearly

until 7 instances of each category are included in the training, achieving a error rate below2%.

A surprising result of this experiment is that even for a single example for each category a

good performance is achieved, especially considering the chosen categories with strong visual

similarities. We observe a kind of saturation at7 objects in the training set, where already

excellent performance is achieved.

From these experiments and the more extensive experiments recently done in [Cap04], we

decide to use5 objects in the training set for further experiments, as thatseems sufficient to learn

a model for a category and leaves enough objects for validation and test.

5.2.2 Experiments with Variation in Scale

Variations in scale occur naturally in real-world settings, and humans are very good at handling

it. Robustness to varying viewing distance and image resolution is also crucial in many tasks

for artificial visual systems. Therefore we test our method for recognizing object categories at

different scales. We tried different methods to compensatefor the variations introduced by scale.

To make a quantitative evaluation of the performance with respect to scale, we made catego-

rization experiments with artificially scaled images from the CogVis database. All41 images of

each object are used. The challenging categories apple, tomato, horse and dog are used, as they

provide category pairs{apple, tomato} and{horse, dog} which show a wide visual similarity.
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Figure 5.4: Average error rate with respect to number of examples of each category in the training
set.

The following scales were considered:

σ = 2−
4

8 , 2−
3

8 , 2−
2

8 , 2−
1

8 , 20, 2
1

8 , 2
2

8 , 2
3

8 , 2
4

8 , (5.1)

where1
σ
sizeorig is the size of the scaled image withsizeorig being the size of the original image.

We run 5 experiments on 5 different partitions. Training, validation and test set are described in

details in Figure 5.5.

As described in Chapter3, scale can be handled by the data representation. Therefore, we

evaluate the following three approaches:

• multi-scale(Section 3.2.3): The Harris detector (Section 3.2.2) is used to detect interest

points at multiple scales to capture the different appearance of features at different scales.

To reduce the computational complexity the number of features is thresholded. In addition,

the images are down-sampled to1282, as otherwise too many features would be required

to represent the image at these fine scales properly. 78 features are extracted by selecting

the strongestnσ features at each scale with respect to the Harris interest function eqn.

(3.17). The used scales specified by theirσ value and thresholds for these scales are shown

in Table 5.2.2. Finally, the local jet descriptor from Section 3.3.1 is used to describe the

features.

• scale selection(Section 3.2.4): Another way for dealing with scale is to compute a scale
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obj1 obj2 obj3 obj4 obj5 obj6 obj7 obj8 obj9 obj10
train1 vali1 test1

test2 train2 vali2 test2
vali3 test3 train3 vali3
train4 vali4 test4 train4

train5 vali5 test5 train5

Figure 5.5: Partitioning of the datasets for scale experiments.

scalesσ: 20 20.5 21 21.5 22 22.5 23

thresholdsnσ: 25 18 11 9 6 5 4

Table 5.1: From each scale thenσ strongest features with respect to the Harris interest function
are used. The scales and these thresholdsnσ are shown.

invariant representation by applying automatic scale selection (Section 3.2.4). The itera-

tive scheme of the Harris-Laplace detector is used to detectscale invariant interest points,

starting with the interest points detected for the multi-scale approach as an initialization.

Again, local jets are used to describe the local features.

• SIFT (Section 3.2.4): SIFT features are used as their interest point detector also performs

scale selection. The implementation of David Lowe is used2.

All these approaches have been successfully applied to object recognition. However their

applicability to categories is unclear. To our knowledge, this is the first systematic experimental

evaluation of the performance of these descriptors for categories recognition.

For classification a SVM with the local kernel eqn. (4.27) is used. For the experiments

involving local jets, we use the correlation based similarity measure eqn. (4.29) with and without

the feature distances constraint eqn. (4.30). For the SIFT features, the Gaussian kernel is used

for measuring similarity in the local kernel, as proposed inSection 4.3.2. The SVM parameterC

2available at http://www.cs.ubc.ca/∼lowe/keypoints/
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overall recognition rate
without constraint with constraint

multi-scale 90.02%±4.26 88.82%±6.09
scale selection 87.01%±6.23 88.57%±6.27

vali scales 89.59%±4.50 90.39%±4.67
train scales 88.33%±6.95 91.44%±4.75

SIFT 67.36%±10.00 −

Table 5.2: Overall recognition rates of the experiments on scale. The feature distance constraint
is considered optionally.

is set to100 while the parametersγ for the local kernel andσ for the constraint were determined

during the training on the validation set.

In addition to the three approaches for dealing with scale inthedata representation, we also

test twopure learning-basedmethods . The idea is to learn the variations due to scale by using

scaled data in the training set. The use of this method has already been shown in [Hay04].

• vali scale: To influence the model selection not only the validation images, but also scaled

versions of them are used for model selection. For this purpose the coarsest, the original

and the finest scale are used:σ = 2−
4

8 , 20, 2
4

8 .

• train scale: As an extension to thevali scaleapproach, thetrain scaleapproach includes

scaled versions of the original images in the training and the validation set. Again the

scales:σ = 2−
4

8 , 20, 2
4

8 are used.

The results with respect to variations in scale are reportedin Figure 5.6. From left to right

the scale of the test images are varied from the nearest/finest scale2−
1

2 to the farest/coarsest

scale2
1

2 . Scale1 specifies the scale of images in the database. We report errorrates. The

standard deviations are given in Table B.2 and Table B.3. Theoverall recognition rates are

given in Table 5.2. Besides the SIFT features, all of the approaches achieve an average error

rate of approximately10% for the reference scaleσ = 1. Changing the scale the error rates

increase between2% for the train scalemethod with constraint and16% for the multi-scale

method with constraint. Again the SIFT features show worse results with an increase of nearly

20%. Interestingly, the increase in error for experiments with thefeature distance constraintis

stronger when testing on coarser scales than on finer scales.

Concerning the data representation approach to handling scale variations the multi-scale ap-

proach without position constraint gives the best results.The constraint does not help in this case

as the basic assumption that features can be detected in a close neighbourhood is violated in the
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Figure 5.6: Average error rates of experiment with variation in scale. The feature distance con-
straint is considered.

case of more severe scale changes. This is also supported by the observation, that the error rate

increases faster for coarser scales than for finer scale. Thereason for this is that the change in the

size of the object is more dramatic when moving to coarser scales. Therefore also the position of

the local feature change more, which violates the assumptions for thefeature distanceapproach.

That the methods based on scale selection do not perform favourably has two reasons. First we

have to note that especially the objects apple and tomato arevery weakly textured. Therefore

they also lack of a sufficient amount of structure that could be detected at a characteristic scale.

In the case of the tomato, the SIFT interest point detector only detects 6 features for some views.

Although the multi-scale approach does not detect strong interest points either, it at least per-

forms some kind of sampling of the object. Another issue is that scale can also be an important

cue. For example, in the chosen set of categories, a dog and a horse can easily be confused if one

does not account for the scale. This is also supported by the experiments. Figure 5.7 compares

multi-scale approach, which captures scale, and the scale selection approach, which is designed

to be scale-invariant. Error rates with respect to the categories are shown. The risk that a horse

can be confused with a dog is amplified by changing to the scaleinvariant representation. There-

fore we conclude that scale can provide essential information in distinguishing objects that are

visually similar, but have different size or proportions.
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Figure 5.7: Average error rates of experiment with variation in scale for all categories.

With respect to the learning approaches, thetrain scaleapproach with thefeature distance

constraint performs best. As scaled data is in the training set, the assumption that features reoccur

at similar positions seems to hold again, so that we can take advantage of the feature distance

constraint. However, this comes at the price of a increased training set which results in increased

storage requirements and training time.

In conclusion, thetrain scaleapproach is the most effective for handling scale among the

tested methods. Concerning the data representation approach, the simple multi-scale method

performs best. Given the difficult set of categories, with easy to confused pairs{tomato, apple}

and{horse, dog}, the results on these images with homogeneous backgrounds are excellent.

5.2.3 Experiments with Occlusion

Another common problem in real-world settings is occlusion. Therefore the robustness of the ap-

proach with respect to the loss of information due to partialocclusion is investigated. Occlusion

is simulated by successively removing features from left toright according to their position in

the image until the desired amount of occlusion is achieved.In contrast to the experiments with

scale, we use the categories car, cup, cow, horse and dog and move the first object from the test

set to the validation set. The rest of the setup stays the same. This is done to be consistent with

the experiments in clutter, as we see these two topics related. In both cases, either decreasing the
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number of features or adding distracting features, the method must be able to rely on matched

subsets.

For data representation, we use the multi-scale approach with the corresponding local kernel

with and without feature distance constraint as described in Section 5.2.2. To investigate the

dependence of the performance on the number of categories, we ran four experiments:

• exp1 3 categories: car, cup, cow

• exp2 4 categories: car, cup, cow, horse

• exp3 5 categories: car, cup, cow, horse, dog

• exp4 3 categories: cow, horse, dog

From exp1 to exp3 the number of categories increases and exp4 is used to show how difficult the

added categories are. Exp4 consists of 3 animal that show a wide visual similarity.

Results are presented in Figure 5.8. We report error rates. Detailed results for all partitions

are reported in Table B.4 and B.5.

Especially for the case, where the feature distance constraint is used, the performance drops

only slowly with respect to increased occlusion. Thereforewe consider the approach to be robust

with respect to occlusion of less than50%. With respect to the categories, we observe a rather

sever loss of performance, when increasing the number of categories. However, this must be

considered in the context that the added categories are verydifficult to distinguish. This can be

seen from the results on exp4, that is in terms of error rates very close to exp3 which includes

two more categories than exp4. We conclude that the stability with respect to the number of

categories strongly depends on the added categories.

5.2.4 Experiments with Clutter

To evaluate the approach with respect to distractions caused by clutter, we learn models for

the categories car, cup, cow, dog and horse on the CogVis database which provides images in

homogeneous background and test them on real-world images in heterogeneous background. It

has to be noted that for the categories horse, cow and dog, theCogVis database provides images

of toy objects, while the images in the test set are pictures of real animals. In Figure 5.9 two

examples of each category are presented. The categories areconsidered to be very challenging

due to their visual similarity. Especially the three animals, cow, dog and horse are supposed to

be very tricky, as they also consist of similar parts.
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Figure 5.8: Average error rates of experiment with occlusion

The real-world images of cars and cows were obtained from Bastian Leibe [Lei04]. The

horse image were download from the homepage of Eran Borenstein 3. The images of the other

two categories dog and cup, are new contributions. The images of the cups were recorded at

CVAP-NADA in an office environment. The cups are shown from the side and are approximately

centered in the image. The scale can also be considered to be roughly the same for all images.

The lighting conditions were uncontrolled. The dog images obtained were partly by a web search.

Already a google search gave some results, but large parts were obtained from websites of animal

shelters and private pages dedicated to the topic dog. We selected images where a dog is in the

center of the image and covers a reasonable size of the image.Other conditions like pose and

light are uncontrolled. We use 100 images of each category car, horse, cow, dog and cup. For the

car and cow images a region around the object was selected by hand to ensure that the object is

centered and approximately at the same scale.

The setup of the datasets is the same as for the occlusion experiment in Section 5.2.3 with

two exceptions. Only 16 views from equidistant viewpoints are used for each object and the test

set is replaced by the cluttered images.

To cope with these real-world problems, different approachare tried, which have shown

favourable performance in the previous experiments. At first a multi-scale approach as described

3http://www.wisdom.weizmann.ac.il/∼boren/
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Figure 5.9: Samples of the images gathered for experiments in cluttered background.

in Section 5.2.2 is used as a baseline. To compensate for features that are distracted from the

object by the background, we increase the number of extracted features from the cluttered views

to 156 by raising the thresholds for each scale:

scales: 20 20.5 21 21.5 22 22.5 23

thresholds for156 features: 50 36 22 18 12 10 8

Table 5.3: From each scale then strongest features are used. The scales and these thresholdsn

are shown for the case of cluttered views.

As there are still some scale variations present in the images, we try to improve the results

by applying the train scale approach, which performed well in Section 5.2.2. From a learning

point of view, we try to improve the model selection by splitting the set of cluttered images

in two, to use one half for validation and the other half for testing. All these approaches are

tried with and without the feature distance constraint. However this constraint relies on strong

assumptions about the position of the object. Therefore an additional experiment is performed

with the distance profile constraint which we expect to have amuch broader applicability.

In Figure 5.4 the overall recognition rates of the experiments are given. An additional exper-

iment using thedistance profileconstraint is reported in Figure 5.5. In the Appendix additional

results are given in Table B.6 to B.11. Training times for onemodel, test times for one image

and parameters are given in the Appendix in Table B.12.

We consider the multi-scale experiment as a baseline. The recognition rate varies from31.6%

for five categories to51.0% for three categories. The use of thefeature distanceconstrain gives

a consistent improvement of approximately10% in recognition rate. For this baseline exper-
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approach experiment without constraint with feature distances

1 51.00%± 5.34 60.47%± 13.06
multi-scale 2 42.30%± 6.43 54.45% ± 4.99
(baseline) 3 31.64%± 4.76 47.68% ± 4.47

4 37.00%± 4.39 46.00% ± 7.32

1 37.73%± 5.96 70.67% ± 6.91
validation on clutter 2 29.10%± 5.72 62.40% ± 1.52

3 18.08%± 6.85 55.44% ± 4.98

1 52.40%± 2.42 67.67%± 14.54
train scales 2 39.10%± 4.67 60.40% ± 8.09

3 30.64%± 3.47 46.44% ± 6.01

Table 5.4: Overall recognition rate of experiments in cluttered background. The feature distance
constraint is considered optionally.

iment, we also conducted exp4, which uses the categories cow, horse and dog. It has to be

remarked, that for the case with position constraint the recognition rate for this three category

experiment is even below the five category experiment exp3. While we get very poor results

for the validation on cluttered views without the position constraint, the experiments with the

position constraint benefit from an additional increase of approximately10% with respect to the

baseline experiments with position constraint. The last approach in this line of experiments is the

train scalemethod which has performed very well on the scale experiments. Also in experiments

with clutter improvements of approximately6% can be observed. Only exp3 does not show the

improvement.

Considering the extremely difficult sets of categories and the challenging real-world con-

ditions it is not surprising, that only reasonable performance is achieved. The best results are

achieved by using cluttered views in the validation set, which yields recognition rates between

70.67% for the categories car, cup, cow and55.44% for the categories car, cup, cow, horse, dog.

For the baseline setup, a category set 4 with the three animals was used, to show how difficult it is

to distinguish between the categories which are successively added to the experiment. It turns out

that the performance drops approximately to the level of set3 with 5 categories. Also the train

scales method results in a good improvement which suggests that this method of compensating

for scale also works in cluttered background. Comparing theresults without and with the feature

distance constraint, one can observe considerable improvements of about10%. This underlines

the importance of an appropriate constraint, as it is able tocompensate for the increased distrac-

tion by the background. Also it shows how generic the issue ofscale is in such a real-world

setting. Although all the objects are approximately at the same size, an appropriate approach to
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approach set with distance profiles

1 53.47%± 2.02
multi-scale 2 43.90%± 1.67

3 32.72%± 4.79

Table 5.5: Overall recognition rate of experiments in cluttered background with distance profile
constraint.

handle scale achieves significant improvements.

An additional experiment is performed using thedistance profileconstraint. The results are

reported in Table 5.5. The improvements with respect to the baseline without constraint vary

between1% for exp3 and2.5% for exp1. These stay far behind the improvements achieved with

thefeature distanceconstraint.

Even though the performance in this real-world setting cannot compete with the performance

of feature distanceconstraint, this has to be seen in relation to the requirements. Thefeature

distancemakes strong assumptions on the feature positions and the experiments have shown,

that their violation have serious effects. Thedistance profilemakes less assumptions and should

be at least to some extend position invariant by construction. Therefore it remains an interesting

alternative to the feature distance constraint.

5.3 Experiments on the DIROKOL Database

The DIROKOL image database [Rei01] consists of 13 objects from the office and health care

domain: cola can grey, cola can red, puncher1, puncher2, stapler1, stapler2, cup, cup with plate,

fork, spoon, knife, NaCl bottle and medicine box. The objects are shown in Figure 5.10. For each

object the database contains3720 images in homogeneous black background on a hemisphere

above the object. The sampling is non-uniform. 3 different lighting settings are used which

change from view to view. In addition a second hypersphere with an offset was recorded, but we

do not use this data in out experiments . To simulate cluttered background, the database includes

1860 images of each object, where the foreground object was automatically segmented out from

the homogeneous background and pasted into new, cluttered images, as illustrated in Figure 5.10.

The images have a resolution of2562.

Preliminary object classification experiments on the cluttered views of this database yielded

results far worse than expected. In object recognition experiments results between36.57% for all

13 objects and76.56% for 3 objects (can, stapler, puncher) are achieved using the feature distance

constraint. We had anticipated better results since due to the construction of the database, the
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objects are perfectly centered, so that thefeature distanceconstraint should be able to eliminate

most of the wrong matches.

The reason why the recognition rates are so low is that the automatic segmentation procedure

evidently performed somewhat poorly on some of the images. Too much of the foreground is

removed, implying that the object contains “holes” throughwhich the background is visible.

Typical images containing these artifacts are shown in Figure 5.11. The final example in Figure

5.11 illustrates another problem with the automatic extracted foreground masks. Here not all of

the black homogeneous background is rejected, inducing “speckles” of black in the new images.

These artifacts give rise to a number of spurious detectionsof features.

As this caused problems especially with the local feature approach, we decided to record

new images in cluttered background and to not further consider the heterogeneous views of the

DIROKOL database.

5.3.1 Extension to the Database

The DIROKOL database was extended by images in cluttered background for each of the cate-

gories can, cup, puncher and stapler. These objects were selected, as they are commonly found

in office environments and therefore relevant to robotic tasks in such environments. With a view

to classifying object categories, we imaged10 different cans,3 staplers,2 punchers and5 cups.

The views were taken in11 different background settings. Some examples are shown in Figure

5.12. The object is always centered and approximately at thesame scale. The lighting is not

controlled. The objects are all recorded from approximately the same viewpoint which has an

elevation angle of25◦ with respect to the ground. All in all we added57 images of cans,56 of

cups,55 of staplers and55 of punchers.

5.3.2 Experiments in Real-World Settings

For the real-world experiments on the new views in clutteredbackground, the data representation

and the local kernel are the same as for the baseline experiment on the CogVis database described

in Section 5.2.3. For training,121 views of the DIROKOL database were used, covering viewing

angles of25◦±15◦. The mapping from the DIROKOL classes to categories is described in Table

5.6.

We performed experiments on two sets. In the first, object1 is used for training and object2

is used for validation and in the second experiment object2 is used for training and object1 is

used for validation. As validation on cluttered views does not seem possible due to the limited
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can cup stapler puncher

object1 ColaGrau TasseD HefterGruen LocherGruen
object2 ColaRot TasseTeller HefterWG LocherRot

Table 5.6: Mapping of the DIROKOL objects to categories.

number of views, we tried a different approach to improve model selection. As mentioned earlier,

occlusion and clutter can be seen as related topics as in bothcases the classification has to rely on

subsets of the features. This suggests the use of occlusion in the validation set for an experiment

on cluttered data. The occlusion is simulated in the same wayas in Section 5.2.3.

In Figure 5.13 the results are shown. For0% occlusion the standard approach is reported,

while the other data points represent results using occlusion in the validation set. Without oc-

clusion in the validation set, the best results were obtained with the feature distance constraint.

For set1 we achieved61.36% and46.82%. For set2 with constraint, increasing the occlusion in

the validation set increased also the performance on clutter. However, for set1 with constraint

exactly the opposite can be observed.

The error rates are quite high and the occlusion approach does not show any systematic

improvements. Given the challenging cluttered views and only one training example, the error

rates can be considered as reasonable. We conclude that we lack sufficient data to train a good

model for a category.

5.4 Summary

In this Chapter our approach for object category recognition was evaluated with respect to real-

word settings. We addressed the problem visual similar categories and problems like scale,

occlusion and clutter. This was done to an extend which it hasnot been done, to our knowledge.

In the experiments, a pure learning approach to handling scale has shown very good results.

Due to the nature of local feature, we observed a good robustness with respect to occlusion

up to 50%. Although the real-world experiments with cluttered background have proven very

challenging, especially due to the visual similar categories, we obtained reasonable results.

A general observation in the experiment is that many assumptions from standard object recog-

nition approaches do not hold. This causes techniques, which have reported excellent results in

object recognition to perform poorly in the categorizationcontext. As an example, we want to

mention the scale selection mechanism. Although we experienced more generic problems with

weakly textured objects, in particular visual similar categories like horse and dog caused prob-
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lems. In this case, the relative scales of the local featuresare an important cue. Another issue is

related to the assumptions made for local feature. In all theexperiments the matching without

constraints performed quite poorly and the use of constraints yielded significantly better results

than without. Therefore we consider the use of constraints for matching local features in the cate-

gory context as important, as the assumption of visual similarity between corresponding features

or object parts is often violated.

We have to note, that the performance of the system is very dependent on the choice of the

categories. This makes the comparison of systems for recognizing object categories a very hard

task, as it is clear that visual similar categories cause serious problems.
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Figure 5.10: Objects in the DIROKOL database. First and third column: objects in homogeneous
black background. Second and fourth column: objects in heterogeneous background.
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Figure 5.11: Problems on the DIROKOL database due to automatic segmentation.

Figure 5.12: Examples of the recorded image of office object.
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Figure 5.13: Results for the cluttered views with training on DIROKOL with an attempt to
improve recognition rates by validating on occluded views.



Chapter 6

Summary

Humans deal naturally with categories, the ways we perceiveour environment and formulate our

thoughts are based on the concept of categories. With ease wegeneralize from a specific cup to

the category of all cups, although their appearances can be quite diverse.

Although categories are connected to our daily life, their definition is still a matter of debate.

As stated in [Lak87], recent approaches argue that categories are far more complex than was

initially thought and that they are tied to the person who perceives them. However, for time

being, in computer vision we have to stay with the classical definition that describe categories as

large classes, but with still exact defined borders. This we refer to as the recognition of object

categories.

To set up a system which is capable of recognizing object categories, two main requirements

are identified. The first is a robust representation, which can describe what is common to mem-

bers of a category and what separates them from other categories. The second is a method for

robust classification, which is able to build a model for categories taking into account the large

variability within a category. To be of use in real-world settings, both steps need to be robust

with respect to noise, illumination changes, clutter and occlusion.

In this thesis, state-of-the-art local features are used tofulfill the requirement of a robust

representation. We use and compare the multi-scale approach proposed in [Sch96], its extension

with the scale invariant Harris-Laplace detector in [Mik02b] and the SIFT features introduced in

[Low99].

For robust classification, we use Support Vector Machines (SVMs) [Vap96], which have

shown excellent performance in computer vision tasks [Cha99], [Roo01], [Hay04]. Only re-

cently their range of application was extended to local feature data via a new class of kernels

in [Wal03b]. All experiments presented in this thesis are performed in this framework. For this

61
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purpose, the new kernel was added1 to the SVM software library LIBSVM [Cha01].

Most methods for recognition based on local features use a feature matching step to estab-

lish feature correspondences. To make this step more reliable, many different constraints were

introduced [Sch96], [Tel02], [Pri98]. As the local kernel also performs an implicit matching,

this thesis investigated different methods for setting constraints in the matching process. The

first constraint is a simple method based on feature distances, suggested in [Wal03b]. In ad-

dition, two new approaches2, namely the distance histogram and the distance profile constraint

were evaluated and added to LIBSVM. The performance of thesethree constraints in a matching

experiment on ground truth data and recognition experiments, leads to the conclusion that for

images where the object is always shown at the same position in the image, the simple approach

based on feature distances gives the best results. One of thenew approaches, called distance

profiles, yielded a small improvement in a recognition experiment in cluttered background. Al-

though the gain is considerably less than with the simple distance constraint, the new constraint

does not make as strong assumptions on the position of the object. Therefore it is an interesting

alternative.

To investigate the generalization capability of the approach, a qualitative experiment was

performed varying the number of examples of each consideredcategory. Surprisingly good per-

formance is achieved with only a few examples.

To evaluate the approach with respect to real-world conditions typical variation like scale,

occlusion and cluttered background are tested individually on the CogVis database and finally in

a more uncontrolled setting on real-world images.

The scale experiments are performed on artificially scaled images. To cope with this vari-

ation we applied different methods related to the representation and the training step. For the

representation that handles scale explicitly, we used a multi-scale approach like in [Sch96], its

extension to scale invariance by the Harris-Laplace detector from [Mik02b] and the SIFT fea-

tures introduced in [Low99]. From the learning point of view, we included scaled images in the

validation set and in a second approach also in the training set, as it was done for material classifi-

cation in [Hay04]. Surprisingly, the scale invariant methods like the one with the Harris-Laplace

detector and SIFT did not show the favourable results typically reported for object recognition

[Mik02b],[Low99]. We identified two reasons. First, some weakly textured objects violate as-

sumptions on the underlying automatic scale selection process and second, for distinguishing

between categories like horses and dogs the overall size of the object and relative scales between

features seem to be important cues. This hypothesis is supported by the fact that the method us-

1with the generous support of Christian Wallraven
2this work is based on an idea of Christian Wallraven
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ing the Harris-Laplace detector for scale selection significantly increased the confusion between

horses and dogs. The method with training on scales has shownthe most stable results with

respect to scale.

An other important issue in real-world settings is occlusion. In the experiments occlusion

is simulated by successively eliminating features from left to right in the image. Our approach

gives good results if the occlusion is less than50%.

For experiments with cluttered background, images were gathered for the categories car, cup,

cow, horse and dog. While the images for cars, cows and horsesare gathered from existing

collections, the images for dogs and cups are new contributions. The training is performed on

the CogVis database which contains only toy objects for cows, horses and dogs. For a baseline

experiment, applying a multi-scale representation yieldsa 60.47% overall recognition rate for a

3 category experiment which drops to47.68% for a5 category experiment. This has to be seen

in relation to the successively added categories of horses and dogs. Further experiments have

shown that these categories are extremely hard to distinguish due to their visual similarities of

object parts. Therefore we conclude that how the method scales with the number of categories is

strongly related to the actual categories and cannot be answered in general.

Similar experiments on objects in cluttered background were performed with training on the

DIROKOL database. Therefore images of cans, punchers, staplers and cups were recorded in an

office environment. The best observed recognition rate is53.18%. An approach to improve the

model selection by including occluded views in the validation set did not show any systematic

improvements. We conclude that the database does not provide enough different objects of a

category to learn a good model.

Another important observation is that the use of constraintmatching showed significant im-

provements in many experiments, especially in presence of cluttered background. Therefore we

conclude that constraints are a suitable method for compensation for the distraction caused by

the background in the matching process.

However, much work must still be done to even approach the capabilities of humans with

regards to recognizing object categories. From the point ofview of data representation, the

state-of-the-art approach is still to apply methods from object recognition, in the hope that they

will show robustness with respect to the increased variations. An extensive study of the use of

different descriptions for categories has not been done, but could be of great use to understand

categorization better.

Another important issue is to build databases on which experiments on categorization can

be performed. For object recognition many databases exist,but they do not offer the variety of
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objects required for categorization.

As was shown in this thesis, an approach based solely on localfeatures relies strongly on

the process which finds corresponding features in two images. This matching problem is by

no means solved. One approach to this problem are constraints as they are used in this thesis.

Another approach is to use more cues to make the representation more distinctive. Especially

categories like tomatoes which have shown problems due to the lack of features might benefit

from a different cue like for example colour. Therefore somecategorization problems could

possibly simplify dramatically by using the right cue like color, shape, texture or even combining

them by an appropriate scheme.



Appendix A

Optimization of the Local Kernel

As described in Section 4.3 a kernel which can handel local features should perform some kind

of feature matching. In the case of the local kernelKone−to−one eqn. (4.27) one-to-one matching

is used. As mentioned before, this is done by computing unique matches between the local

feature of two local features setsLh andLk which maximize the sum of the kernel valuesKl.

In practice this is done by computing a similarity matrixS whereSij is the kernelKl evaluated

for thei-th feature ofLh and thej-th feature ofLk, with S ∈ R
nh×nk , given thatLh consists of

nh andLk consists ofnk features. The straightforward idea to find the matches is to search for a

maximum inS and take this as the first match. Then the row and the column of this maximum

are not further considered by setting them to a very low value(poissening). After that the next

maximum is searched, until the desired number of matches hasbeen found. As each maximum

search has a computational complexity of orderO(nhnk) and has to be done for the desired

number of matchesn, the whole procedure of computing the matches is of orderO(nhnkn).

A significant speed-up could be achieved by computing the matches with a different algo-

rithm 1. In the following we will denote the smaller feature set withLh. The basic idea is to

derive an algorithm from the properties of a match. We consider the feature pair corresponding

to the entrySij in the similarity matrix to be a match, if there is no match which gives a higher

value for the kernelKl with repect to the unmatched features. This is the case whenSij is the

best match for the thei-th feature of setLh:

argmax
b=1,...,nk

Sib = j (A.1)

1idea of Christian Schuldt
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and at the same time best match for thej-th feature of setLk:

argmax
a=1,...,nh

Saj = i (A.2)

This can be assured by checking ifSij is maximum with respect to its column and row.

Therefore the improved algorithm searches row by row for a maximum. If a maximum is

found, it is checked if the entry is a maximum for the column, too. If this is the case, a match

is found and this column and row are eliminated by setting them to a low number (poissening).

This is repeated untilmin(nh, nk) matches were found. From these matches then matches which

result in the highest kernel value are selected. A diagram ofthe algorithm is given in Figure A.1.
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Fast maximum search —fast computation of one-to-one feature matches in a similarity matrix

matches = 0

WHILE matches < nh

FORi= 1 to nh

jmax = argmaxb=1,...,nk
Sib

imax = argmaxa=1,...,nh
Sajmax

Z
Z

Z
ZZY

i = imax

�
�

�
��

N

foundMatches+ = {Simax,jmax
}

matches = matches + 1

Simax;1,...,nk
= −inf

S1,...,nh;jmax
= −inf

foundMatches = sort(foundMatches)

foundMatches = foundMatches1,...,n

Figure A.1: Algorithm to significantly speed up the one-to-one feature matching used in the local
kernel, assuming thatLh is the local feature set with less or equal number of featuresthanLk



68 APPENDIX A. OPTIMIZATION OF THE LOCAL KERNEL



Appendix B

Detailed Experimental Results

B.1 Experiments with Different Number of Objects in the Train-

ing Set

objects in train recognition rates for each partition average recognition rate

1 89.41% 88.72% 81.08% 91.15% 81.42% 86.35%±4.74
2 91.02% 86.72% 91.60% 95.12% 82.42% 89.38%±4.90
3 89.51% 85.71% 98.21% 96.21% 87.05% 91.34%±5.57
4 90.36% 92.45% 98.18% 91.93% 97.14% 94.01%±3.44
5 84.38% 97.81% 98.44% 95.31% 98.75% 94.94%±6.06
6 91.80% 96.88% 99.22% 99.22% 98.83% 97.19%±3.17
7 98.96% 97.40% 100.00% 100.00% 97.40% 98.75%±1.31
8 97.66% 98.44% 100.00% 100.00% 97.66% 98.75%±1.18
9 98.44% 100.00% 100.00% 100.00% 98.44% 99.38%±0.86

Table B.1: Recognition rate for each partition, varying thenumber of objects in the training set.
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B.2 Experiments with Scale

scale multi scale scale selection vali scales train scales sift

2−
1

2 14.88 % ±4.59 18.21 % ±7.01 15.69 % ±6.22 14.06 % ±7.71 41.87 % ±5.84

2−
3

8 10.93 % ±4.48 14.23 % ±6.42 11.30 % ±4.65 12.40 % ±8.42 36.42 % ±7.46

2−
1

4 9.88 % ±4.36 11.26 % ±6.20 10.41 % ±4.31 12.32 % ±8.22 36.38 % ±7.78

2−
1

8 8.54 % ±2.92 10.57 % ±5.53 8.70 % ±2.95 11.34 % ±7.48 33.30 % ±11.19
20 8.70 % ±3.42 10.45 % ±5.84 9.39 % ±3.63 11.34 % ±7.25 22.48 % ±7.87

2
1

8 8.66 % ±3.78 11.50 % ±5.67 8.97 % ±3.76 11.63 % ±7.31 29.88 % ±8.36

2
1

4 8.37 % ±4.07 11.62 % ±6.01 8.70 % ±3.91 10.37 % ±7.56 29.84 % ±10.83

2
3

8 9.51 % ±4.15 13.29 % ±6.50 9.72 % ±3.84 10.41 % ±6.52 30.57 % ±11.55

2
1

2 10.33 % ±5.47 15.81 % ±7.22 10.77 % ±5.47 11.14 % ±7.64 33.01 % ±12.23

Table B.2: Error rates for all methods and 9 scales, averagedover 5 partitions; no constraint is
used.

scale multi scale scale selection vali scales train scales

2−
1

2 23.21 % ±6.58 20.16 % ±5.95 14.92 % ±6.27 9.47 % ±4.69

2−
3

8 13.45 % ±2.35 13.01 % ±5.84 11.06 % ±4.90 8.70 % ±4.40

2−
1

4 9.63 % ±3.38 9.92 % ±6.32 8.86 % ±4.52 8.66 % ±4.90

2−
1

8 7.76 % ±4.00 9.39 % ±5.79 7.64 % ±3.57 7.93 % ±4.66
20 7.28 % ±4.28 7.93 % ±4.80 8.09 % ±4.01 8.01 % ±5.12

2
1

8 7.60 % ±3.85 8.74 % ±5.26 8.37 % ±3.90 8.54 % ±5.37

2
1

4 8.66 % ±4.00 9.15 % ±5.23 8.05 % ±4.32 8.62 % ±5.82

2
3

8 10.20 % ±3.77 10.89 % ±5.70 9.15 % ±4.04 8.25 % ±5.64

2
1

2 12.85 % ±3.95 13.70 % ±5.86 10.33 % ±4.98 8.90 % ±6.19

Table B.3: Error rates for all methods and 9 scales, averagedover 5 partitions; feature distance
constraint is used.
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B.3 Experiments with Occlusion

set occlusion recognition rates for each partition average recognition rate
0% 91.46 % 98.37 % 94.72 % 89.84 % 97.97 % 94.47 % ± 3.81

1 25% 84.96 % 97.56 % 93.09 % 85.37 % 97.15 % 91.63 % ± 6.16
50% 83.74 % 93.90 % 83.74 % 77.64 % 88.62 % 85.53 % ± 6.09
75% 77.24 % 78.86 % 37.80 % 62.20 % 50.00 % 61.22 %± 17.63

0% 84.76 % 92.68 % 93.90 % 89.94 % 83.54 % 88.96 % ± 4.65
2 25% 76.52 % 89.63 % 93.60 % 84.15 % 82.32 % 85.24 % ± 6.61

50% 69.21 % 84.45 % 84.76 % 71.65 % 81.10 % 78.23 % ± 7.32
75% 60.67 % 67.38 % 60.37 % 52.13 % 54.57 % 59.02 % ± 5.95

0% 81.95 % 87.80 % 90.24 % 83.17 % 82.20 % 85.07 % ± 3.74
3 25% 73.66 % 83.41 % 85.61 % 78.29 % 80.24 % 80.24 % ± 4.64

50% 63.17 % 75.61 % 73.90 % 63.66 % 75.61 % 70.39 % ± 6.41
75% 49.02 % 54.88 % 48.05 % 43.90 % 52.68 % 49.71 % ± 4.26

0% 80.08 % 81.30 % 89.02 % 71.14 % 71.95 % 78.70 % ± 7.38
25% 73.58 % 76.02 % 84.96 % 69.92 % 69.11 % 74.72 % ± 6.37

4 50% 60.98 % 65.85 % 75.61 % 60.57 % 65.04 % 65.61 % ± 6.07
75% 40.24 % 45.53 % 44.31 % 45.53 % 44.72 % 44.07 % ± 2.20

Table B.4: recognition for all 4 sets of categories and different levels of occlusion. The recogni-
tion rates on all 5 partitions and the average recognition rate is reported. No constraint is used.
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set occlusion recognition rates for each partition average recognition rate

0% 97.97 % 99.59 % 100.0 % 90.65 % 99.59 % 97.56 % ± 3.94
1 25% 94.72 % 99.19 % 95.12 % 91.06 % 98.78 % 95.77 % ± 3.33

50% 90.65 % 98.37 % 91.46 % 87.40 % 95.12 % 92.60 % ± 4.24
75% 73.98 % 85.77 % 77.24 % 72.76 % 54.88 % 72.93 %± 11.30

0% 93.29 % 97.87 % 96.95 % 88.41 % 88.72 % 93.05 % ± 4.44
2 25% 85.98 % 96.65 % 94.82 % 87.80 % 86.89 % 90.43 % ± 4.93

50% 78.35 % 93.29 % 90.85 % 83.84 % 85.67 % 86.40 % ± 5.90
75% 67.99 % 71.65 % 71.95 % 68.60 % 64.02 % 68.84 % ± 3.22

0% 86.10 % 95.85 % 92.68 % 85.37 % 88.05 % 89.61 % ± 4.51
3 25% 75.85 % 92.20 % 89.27 % 81.46 % 86.83 % 85.12 % ± 6.51

50% 66.10 % 86.83 % 82.20 % 73.66 % 84.15 % 78.59 % ± 8.55
75% 48.05 % 63.41 % 63.66 % 56.59 % 64.63 % 59.27 % ± 7.04

0% 86.18 % 93.09 % 91.46 % 84.96 % 80.49 % 87.24 % ± 5.10
4 25% 80.08 % 87.80 % 87.80 % 80.08 % 77.24 % 82.60 % ± 4.89

50% 70.73 % 80.49 % 79.67 % 72.76 % 75.61 % 75.85 % ± 4.24
75% 49.59 % 60.16 % 58.13 % 46.75 % 52.44 % 53.41 % ± 5.65

Table B.5: recognition for all 4 sets of categories and different levels of occlusion. The recog-
nition rates on all 5 partitions and the average recognitionrate is reported. The feature distance
constraint is used.
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B.4 Experiments with Clutter

car cup cow

car 58.40%±13.89 0.00%±0.00 41.60%±13.89
cup 40.40%±16.48 6.00%±5.10 53.60%±15.92
cow 52.80%±23.72 0.00%±0.00 47.20%±23.72

car cup cow horse

car 63.40%±13.28 0.20%±0.40 25.60%±15.81 10.80%±9.20
cup 39.60%±9.85 10.40%±7.34 32.60%±12.37 17.40%±6.80
cow 58.60%±28.39 0.00%±0.00 31.20%±23.18 10.20%±5.91
horse 24.40%±12.37 0.00%±0.00 27.80%±11.65 47.80%±2.04

car cup cow horse dog

car 28.80%±8.23 0.20%±0.40 28.60%±18.75 8.60%±7.12 33.80%±19.55
cup 15.00%±5.10 24.40%±9.71 23.40%±12.66 12.40%±6.09 24.80%±14.37
cow 4.00%±2.83 0.00%±0.00 32.40%±22.89 16.00%±7.16 47.60%±29.76
horse 6.40%±2.73 1.40%±1.85 26.40%±12.37 39.00%±6.23 26.80%±15.14
dog 2.80%±2.71 0.80%±1.60 40.40%±13.99 22.40%±3.01 33.60%±11.93

cow horse dog

car 35.00%±23.86 18.40%±6.80 46.60%±28.42
cup 29.60%±13.71 41.20%±7.65 29.20%±14.11
cow 42.60%±14.07 22.60%±3.32 34.80%±11.29

Table B.6: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background. No constraint is used.
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car cup cow

car 79.80%±10.78 1.60%±3.20 18.60%±11.13
cup 26.60%±28.64 31.00%±30.23 42.40%±26.65
cow 36.40%±32.65 7.80%±15.60 55.80%±30.98

car cup cow horse

car 76.00%±17.15 0.00%±0.00 16.60%±14.39 7.40%±4.96
cup 11.40%±8.59 26.40%±16.12 14.40%±13.18 47.80%±6.46
cow 41.60%±31.31 0.00%±0.00 21.40%±23.06 37.00%±27.58
horse 9.40%±6.77 0.00%±0.00 8.00%±8.81 82.60%±10.25

car cup cow horse dog

car 74.60%±15.70 0.00%±0.00 15.20%±10.32 9.20%±7.93 1.00%±0.89
cup 6.40%±2.42 35.60%±10.19 10.40%±10.40 30.60%±15.45 17.00%±17.61
cow 23.80%±17.74 0.00%±0.00 32.60%±24.19 28.20%±16.12 15.40%±18.52
horse 8.20%±4.79 0.40%±0.80 7.80%±7.03 70.00%±13.56 13.60%±12.21
dog 5.00%±2.83 0.20%±0.40 10.20%±8.23 59.00%±14.59 25.60%±16.40

cow horse dog

car 37.80%±20.76 28.00%±17.40 34.20%±35.85
cup 11.80%±13.53 71.40%±17.22 16.80%±12.98
cow 18.60%±18.83 52.60%±21.62 28.80%±16.25

Table B.7: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background. The feature distance constraint is used.
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car cup cow

car 43.60%±18.06 2.00%±2.10 54.40%±20.10
cup 21.40%±10.63 35.40%±6.05 43.20%±12.66
cow 20.60%±23.85 1.20%±1.47 78.20%±25.31

car cup cow horse

car 38.00%±5.83 0.00%±0.00 39.00%±23.69 23.00%±19.12
cup 17.40%±2.87 25.80%±9.06 34.20%±14.11 22.60%±13.12
cow 8.40%±6.95 0.00%±0.00 33.80%±25.23 57.80%±20.62
horse 10.20%±4.62 1.00%±0.63 30.00%±15.56 58.80%±12.54

car cup cow horse dog

car 27.00%±6.81 0.00%±0.00 27.20%±21.02 9.20%±8.61 36.60%±20.11
cup 14.60%±5.54 23.80%±3.43 21.20%±13.29 12.00%±5.02 28.40%±13.54
cow 4.40%±5.08 0.00%±0.00 24.40%±23.36 21.80%±8.13 49.40%±27.35
horse 7.40%±4.22 1.00%±0.63 23.40%±15.63 42.80%±4.40 25.40%±14.35
dog 2.40%±3.83 0.00%±0.00 35.00%±15.02 27.40%±5.46 35.20%±12.48

Table B.8: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background usingthe train scales method to compensate
for scale changes. No constraint is used.
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car cup cow

car 83.40%±7.74 0.60%±1.20 16.00%±8.17
cup 18.20%±18.17 55.00%±21.95 26.80%±17.46
cow 32.40%±37.61 3.00%±4.10 64.60%±38.08

car cup cow horse

car 81.40%±11.93 0.00%±0.00 14.00%±9.96 4.60%±2.87
cup 12.80%±8.06 47.20%±19.65 19.40%±18.23 20.60%±3.38
cow 27.80%±33.85 1.40%±1.96 48.60%±37.82 22.20%±12.48
horse 5.40%±2.58 2.40%±2.94 27.80%±17.08 64.40%±14.44

car cup cow horse dog

car 79.40%±12.82 0.00%±0.00 14.80%±11.75 3.80%±2.23 2.00%±1.67
cup 14.60%±7.23 37.20%±11.75 16.40%±12.08 20.40%±8.91 11.40%±12.08
cow 23.20%±17.63 0.20%±0.40 33.60%±26.88 20.00%±13.64 23.00%±26.82
horse 11.80%±9.68 1.00%±2.00 22.40%±14.85 55.20%±7.68 9.60%±9.39
dog 5.80%±3.76 0.80%±0.75 22.00%±12.95 44.60%±9.00 26.80%±17.17

Table B.9: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background usingthe train scales method to compensate
for scale changes. The feature distance constraint is used.
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car cup cow

car 20.00%±33.08 2.40%±4.80 77.60%±37.87
cup 11.20%±14.29 13.20%±22.51 75.60%±36.23
cow 6.00%±12.00 14.00%±28.00 80.00%±40.00

car cup cow horse

car 26.00%±37.42 0.00%±0.00 64.40%±32.58 9.60%±7.94
cup 27.60%±36.97 0.80%±1.60 62.80%±32.31 8.80%±5.15
cow 20.00%±40.00 0.00%±0.00 64.40%±33.12 15.60%±10.98
horse 20.80%±38.67 0.00%±0.00 54.00%±28.59 25.20%±14.01

car cup cow horse dog

car 40.40%±48.67 0.00%±0.00 9.60%±10.91 0.40%±0.80 49.60%±41.09
cup 36.00%±44.25 4.00%±6.20 11.20%±13.72 2.40%±3.88 46.40%±38.52
cow 39.60%±48.50 0.40%±0.80 8.80%±8.45 3.60%±5.43 47.60%±39.89
horse 38.40%±47.10 1.60%±3.20 20.40%±19.86 9.60%±14.39 30.00%±25.11
dog 39.60%±48.50 0.40%±0.80 25.20%±27.76 7.20%±9.68 27.60%±25.25

Table B.10: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background. Validation is done on cluttered views. No
constraint is used.
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car cup cow

car 70.40%±8.33 2.80%±2.04 26.80%±9.52
cup 6.40%±5.43 73.20%±7.00 20.40%±7.31
cow 19.20%±20.96 12.40%±12.92 68.40%±25.18

car cup cow horse

car 60.80%±9.68 3.60%±3.44 23.20%±5.46 12.40%±4.27
cup 4.80%±0.98 63.60%±8.80 3.20%±3.92 28.40%±4.08
cow 14.40%±9.41 8.80%±4.83 62.80%±15.52 14.00%±9.21
horse 6.00%±2.19 14.00%±6.32 17.60%±4.27 62.40%±8.71

car cup cow horse dog

car 66.40%±9.50 1.60%±1.50 23.20%±8.06 8.00%±4.00 0.80%±0.98
cup 5.60%±0.80 52.80%±7.33 4.80%±0.98 13.60%±10.98 23.20%±7.44
cow 13.20%±9.68 8.00%±3.10 62.00%±16.49 8.40%±6.74 8.40%±5.99
horse 5.60%±1.50 8.80%±2.04 17.60%±4.08 56.80%±4.66 11.20%±8.26
dog 5.20%±1.60 2.40%±2.33 12.00%±1.26 41.20%±5.15 39.20%±8.06

Table B.11: Averaged confusion matrices over 5 partitions for the experiments on the CogVis
database with testing images in cluttered background. Validation is done on cluttered views. The
feature distance constraint is used.

exp feature distance average train time average test time parameterγ parameterσ
constraint for one model for one image

1 without 3 min 1.6 s 10 -
with 3 min 1.6 s 10 25

2 without 5 min 3.0 s 15 -
with 6 min 3.0 s 10 20

3 without 10 min 3.6 s 50 -
with 12 min 4.0 s 10 25

Table B.12: Parameters, training time for one model given a certain parameter set, testing time
for one image for the real-world experiments with training on CogVis. If the feature distance
constraint is used, the parameterσ is specified. Time measured on a SunBlade 100 with an
UltraSPARC II processor with 400Mhz
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